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These days, There are severa applications where we face with large data set and it has become
an important part of common resources in different scientific areas. In fact, there are many
applications where there are literally huge amount of information handled either in terabyte or
in petabyte. Many scientists apply huge amount of data distributed geographically around the
world through advanced computing systems. The huge volume data and calculations have
created new problems in accessing, processing and distribution of data. The challenges of data
management infrastructure have become very difficult under a large amount of data, different
geographical spaces, and complicated involved calculations. Data Grid is a remedy to all
mentioned problems. In this paper, a new method of dynamic optimal data replication in data
grid is introduced where it reduces the total job execution time and increases the locality in
accessihilities by detecting and impacting the factors influencing the data replication. Proposed
method is composed of two main phases. During the first phase is the phase of file application
and replication operation. In this phase, we evaluate three factors influencing the data
replication and determine whether the requested file can be replicated or it can be used from
distance. In the second phase or the replacement phase, the proposed method investigates
whether there is enough space in the destination to store the requested file or not. In this phase,
the proposed method also chooses a replica with the lowest value for deletion by considering
three replica factors to increase the performance of system. The results of simulation aso
indicate the improved performance of our proposed method compared with other replication
methods represented in the simulator Optorsim.

© 2013 Growing Science Ltd. All rights reserved.

1. Introduction

These days, there are huge amount data and cal culations geographically distributed around the world
and these have created some challenges of accessing, processing and distributing data. In fact, it isa
tedious task to handle large amount of data to do complicated calculations. Data Grid is an aternative
solution for these kinds of problems, which is an architecture for management analyses of large
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scientific data sets (Chervenak et al., 2000). Data Grid is a development concept based on “Grid”,
which is an infrastructure for integrating distributed computational elements. In an advanced
distributed environment of a grade, there are some data access matrices, response time, access cost,
bandwidth utilization, reliability, and scalability. Data replication is an aternative technique to use to
handle different challenges of high accessibility. In this method, we increase the fault-tolerance and
improve the scalability and response time using data high accessibility and low bandwidth
consumption (Amjad et a., 2012; Foster, 2002; Ranganathan et al., 2001; Lamehamedi & Szymanski,
2002; Ranganathan et al., 2002; Rahman et al., 2005; Vazhkudai et a., 2001; Stockinger et a., 2002).

When data is replicated, the replicas are built from the data files from various sites in a data grade.
Replication can save the storage resources while occupying the provided data storage on each site. It
also saves a large amount of bandwidth when the data is presented only on a particular site.
Therefore, for providing a fast data access at al the times, data replication is an excellent exchange
between the storage accessibility and bandwidth accessibility (Yuan et a., 2007). The main ideaisto
maintain the data near the user for effective and quick access. The data replication algorithm should
respond to the critical questions such as the data type needed for duplication and the place they must
be kept. Grid users dynamic behavior makes it different for making difficult decisions about data
replication to achieve the maximum accessibility (Schintke, & Reinefeld, 2003).

This paper introduces a new method of dynamic data replication in the data grid. The introduced
method reduces the total job execution time by grid sites by involving the factors influencing the data
replication. Therefore, the primary objective is to reduce the data access time, to reduce the data
access latency, to reduce the job execution time, to reduce the occupied bandwidth, to increase the
locality in accessibilities and to replicate data on the grid optimally.

2. Literature review

Zhao et al. (2010) provided a Dynamic Optimal Replication Strategy (DORS), where they extracted a
replacement algorithm of new data replica based on the accessibility record, size of files and the
network conditions. Therefore, the replicas with minimum amount are removed and the local node
has sufficient capacity to load the new file. This algorithm has been used for dynamic data grid
environment and can increase the accessibility output of data replica and there are some strategies
used in two stages. In the first step, the replication strategy has been suggested; it makes decision
based on the number of file replicas to decide whether the requested file should be kept in local
storage system or not. In the second step, a new replacement method for new replication, in which the
files are computed in the local storage system, is embedded. The file with high capacity will be used
to improve the efficiency of data access, thus they should be protected.

Chaprada et al. (2010) suggested a strategy for dynamic data grids, which helps to increase file
accessibility to improve the response time and reduce the bandwidth consumption. This strategy is
evolutionary; in other words, it helps to achieve the load sustainability of the whole grid at desired
amount of time. The strategy consists of the following steps: Selecting the best candidate files for
replication, determining the best sites to locate the files selected in the previous step, choosing the
best replica. The first step of the strategy to detect the candidate files for replication is based on the
following parameters: The number of times where the file F; is requested, and the number of
available replica of afile F; on all grid system. The strategy investigates that a file F; should be
replicated if it has been essential and no enough replicas of F; are available on the grid. After
selecting the best candidate files for the replication, the best sites should be determined for their
location. In order to be successful in this selection, the strategy takes the following parameters into
account: Number of requests for each file F; with each site S;, utilization of each site S; based on the

grid when afile F; is requested to replicate or to satisfy arequest of the best replication. Selecting the
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best replication not only depends on the bandwidth, but aso is dependent on the utilization function
of grid sites. In fact, if we want to transfer afile Fx from asite S; to asite S;, it is possible to reduce
the transferring time, S; is nearest to S;. A site, which is always connected to the grid, has no equal
utilization with the other sites, which is frequently connected and disconnected. For these reasons, the
strategy will utilize jointly these two parameters (bandwidth and utilization).

Abdurrab and Xie (2010) are believed to be the first who introduced FIRE Strategy. Consider a data
grid, which consists of n sites demonstrated with set S= {s, , ..., sj, ... sp}. Moreover, let F={f;,...
ye-enfm 5--ofi} DEthe datagrid and let j be required fileswith D={d, , ..., dy , ..., dy} in whichw<=
m. For each file dy in D, FIRE checks whether it is locally available or not and, if not, FIRE tests
whether local SE has a space to adapt dy. If yes, FIRE replicates d,, from a site with minimum cost
based on auction protocol (AP). If not, FIRE compares the number of remote access on d, sent from
the s; against the number of local access of the least accessed file locally from the site s;. If the earlier
were not lower than the latter, the least local accessed file would be deleted and di could be
replicated on s, by using AP. Otherwise, the work j should have remote access to dy. In this case, the
replication manager of a remote site with dy file should update his own access table to save this
remote access event. Finaly, the replication manager of site s; updates his’her own file access table to
record the local and remote access created by the work j.

3. A new fuzzy optimal data replication method

The primary objective of the proposed method of this paper is to detect important factors, playing
effective role in increasing the efficiency of grid, decreasing the response time and reducing the
bandwidth occupation, and to implement these factors in the replication algorithm, properly. The
important point in the proposed method of this paper is that the effective factors in replication should
be found and we should determine the effectiveness of each of these factors. Another important point
in this study is the way of using these factors, simultaneously in the replication algorithm or in other
words the way of valuating them.

3.1 Architecture of proposed method

Architecture of Fuzzy Optimal Replication Method (FORM) are shown in Fig.1.

Connected via I nternet

Regional server
—— Regional router
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Virtual organization

Virtual organization Virtual organization Virtual organization Virtual organization

Fig.1. Architecture of FORM (Saadat & Rahmani, 2012).
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Grid sites are located at the lowest level of this architecture and these sites have been composed of
storage as well as computational elements. A virtual organization is built from the total of multiple
sites. There is a local server (LS) for each virtual organization where LS is responsible for
maintaining the sequence of access to data inside each virtual organization. Moreover, the list of
replicas is aso placed in this component. Note that the speed of data access within each virtual
organization is higher than the speed of data access on other virtual organizations. Regional Server
(RS) is at the higher level of virtual organization, where each RS monitors one or more virtual
organizations and they are connected through the Internet. Thus, the data transfer rate among them is
less than the data transfer rate within the virtual organizations.

3.2 Description of FORM Strategy
The proposed method of FORM is composed of two phases:

3.2.1 First Phase: The phase for requesting a file and doing the replication

In this phase, first, we consider effective factors on whether the requested file can be replicated or it
can be implemented from far distance. These factors include the availability of storage space
remained on the local site, the replication expenditure of target file and the number available replicas
from the requested file on the total grid. In fact, given that the replication is an expensive action, we
need to know whether the replication is cost effective at every stage or not. This investigation has
been performed properly in the proposed method of this paper and has been led to some appropriate
results in saving the storage time and space and repeating the replication operation.

First factor: The remaining available storage space on the local site. In proposed method of FORM, it
is investigated before any replication action whether the local site has sufficient capacity to store the
requested file or not. If the answer isyes and thereis sufficient capacity on the site, the file replication
is executed on the site and replica of files are recorded on the local site. Otherwise, if the local site
does not have sufficient space for file storage, we need to decide whether the requested file can be
either available from distance for the local site or it needs to be replicated on the local site. This
decision-making in our way is executed through evaluating two other factors investigated as follows.
The important point is that if the replication is performed blindly without considering the conditions,
the files available from distance and with minimum cost are replicated and replaced with important
and popular files due to the lack of storage space.

Second factor: The cost of accessing the target file, which plays the key role in each replication
algorithm. In fact, the objective of replication is to reduce the job execution time. We the cost of
transferring necessary files from the source site to the destination site is reduced, obviously, the time
of performing the jobs will be reduced, significantly. In the proposed method of FORM, we
investigate whether a file requested by a local site can be implemented from distance in the event
there is limited storage space or not. If the local site does not have sufficient space to store the
requested file, we should pay the associated replication cost. If the cost of accessing to the requested
fileislarger than the predetermined threshold amount, it means that the access to the file from remote
distance will become time consuming. Moreover, given this point that the sites in a virtua
organization have similar interests and also the bandwidth among the sites in a virtual organization is
much lower than the bandwidth among other organizations, the proposed method of this paper has
adopted this policy, which keeps, at least, a replica of requested file inside it for each virtua
organization. As aresult, if any other sites in a virtual organization needs to have the access to afile
in near future and the file is not available locally, they can be replicated very easily. Given the
mentioned cases, if the access expenditure of afile is more than the threshold value, the file should be
replicated for loca site because it is more likely that that site and other neighboring sites would
request the file. Thus, we need to keep it in place nearer than its previous space to the sites of that



Z. Ghilavizadeh et al. / Management Science Letters 3 (2013) 931

virtual organization. However, if the access cost is less than the threshold value, then our algorithm
will investigate the third factor for final decision-making of replication.

Third factor: The number of available replicas from the requested file in the whole grid. At this stage,
the proposed method investigates how many replicas of requested file exist in the whole grid space
and looks for the conditions, where appropriate numbers should be established. This factor is applied
in replication decision making because if the number of replicas available on grid sites becomes more
than the pre-specified limit, it will lead to the ineffectual occupation of valuable storage space and
thus those valuable and popular files will have no sufficient space to be replicated and inevitably the
replication will be used, frequently. Besides, if the number of replicain afile isless than the required
limit, it will lead to an increase on the cost of replication. For example, if there is no replica of afile
available in avirtua organization or even in the neighboring and near virtual organizations, the access
to the closest replicawill be very costly and time-consuming for the sites of that virtual organization.
If the number of available replicas of requested file is more than the threshold, there is no need to
replicate the file and the local site can use the file from remote distance. Otherwise, if the number of
available replicas of requested file is less than the threshold value, the local site should replicate the
requested file from the closest available location. Therefore, the replication phase ends for alocal site
and its required file. Replication algorithm of FORM is shown in Fig.2.

Replication Algorithm (grid site ‘g’ , file ‘f’)
1
2.If (thereisrequested filein local site'g’)
3. Do nothing ;
4. dse
5. {
6. If (loca site‘g’ has enough free space)
7. Replicatethe best replicaof file‘f ’ from closest storage element to
8. local site'q’ ;
9. dse
10.
11.  If (available space on local site'g’ = =0 and
12.  Access cost of requested file ‘f * < thresholdl and
13.  Thenumber of replicas of file‘f ' > threshold2)

14. Local site‘g must be use requested file‘f * remotely from closest storage element ;
15. } /lend of third else
16. €se

17. local server decide based on fuzzy algorithm to delete some replicas on local site ‘g’ for make space for requested file‘f * ;
18. '} /lend of second else
19.} /lend of algorithm

Fig. 2. Replication Algorithm of FORM
3.2.2 Second Phase, Replacement Phase

The second phase focuses on subject of replicas replacement. The file, which has less possibility to be
requested in the future and if it is requested, the replication cost for that site will not be significant and
its replicas are sufficiently available on the site should be removed. Three factors are considered for
investigating the removal or not-removal of a replica in the method FORM. These three factors
determine the value of replica. If a replica has lower value, it will be the first candidate for
replacement. These three factors are as follows:

The number of access to the replica in the past: If the number of access to areplica has been greater
than in the past, it is more likely that it will be used in the future. Thus, the value of that replicais
higher and it is not a good candidate for deletion.

The cost of replication: An expensive replicais not an appropriate option for deletion because if it is
needed in the future, the high cost should be paid for its replication. Thus, the more the cost of
replication is, the more the value of replication will be.
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Number of available replicas of file in other Grid sites: The less the number of available replicafrom
afilein other Grid sitesis, the more the value of that fileis and it should be preserved at the local site.
The file with numerous replicas throughout the grid is more likely to be deleted from the local site. In
addition, the file with few replicas in the whole grid is not a good option to be deleted because if this
file is needed in the near future by the same site or neighboring sites, probably it should be replicated
from aremote site with the high cost.

Fuzzy logic is used in order to calculate the value of each replica
3.2.2.1 Evaluating the value of each replica by using the fuzzy logic

Fuzzy logic is used in order to calculate the value of each replica. The Fuzzy Inference System (FIS)
is implemented in calculating the value of each replica because the factors building the value of each
replica have the uncertainty and ambiguity. MATLAB Fuzzy Logic Toolbox has been used in order to
implement the fuzzy method. MATLAB makes it possible for us to create and edit Fuzzy Inference
Systems. Our fuzzy inference system consists of three inputs and an output. Input parameters are: 1.
Number of access to the replica, 2. Replication Cost, and 3. Number of Available Replicas for afile.
Fuzzy output parameter is also the value of that replica.

3.2.2.2 Replacement algorithm of Replicas in the FORM method

Replacement Algorithm (Grid Site g, File f)
1 ¢
2. it (g.storageSize< f.size)
3. Accessfile‘f’ remotely, or replicate ‘f’ to the closest storage elementto ‘g’ ;
4. else
5
6. if (g.availableStorageSize < f.size)
7. replicatefile ‘f’ to grid site‘g’ and exit ;
8. else
9. {
10. “selected replicas’= all replicas stored at ‘g’ ;
11. for each replicain “selected replicas’
12. {
13. RV (repiican) = call Fuzzy Function (Number of Accessesy), Replication Cost ¢ );
14. Replication Cost (epicar) = ban;fjl'e;thag + propagation delay time ;
15. }/lend of for each
16. “selected replicas’ =sort the replicas of “selected replicas” in ascending order, according to their RV ;
17. while (“sdlected replicas’ != empty)
18. {
19. select areplicafrom top of the “selected replicas’ and deleteit from grid site‘g’;
20. if(g.avail ableStorageSize<f size)
21. replicatefile‘f’ to grid site‘g’ and exit;
22. }iend of while
23. gotoline1l;
24. }/lend of second else
25. }lend of first else
26. }//end of algorithm

Fig. 3. Replacement algorithm of FORM
Replicas Replacement algorithm of FORM is shown in Fig.3 (Destination site g, Filef).

e Number of Accesses (;: Number access to the e size. Sizeof replicar,
replicar in the past,
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. Replication Costy: Cost of performing the replication for . bandwidth,,: Bandwidth between the sites g and site a. Site ais
replicar; a site containing the replicar and site g is the destination site
(requester),
e  Replica Numbers (y: Number of available replicas of filer on e  Propagation delay timey: Delay time for sending the replica
other sites, from the source site () to the destination site (g),

e RV:ReplicaVaue.
4. Simulation and its results

The simulator package "OptorSim" has been used for ssimulation and evaluating the efficiency of
proposed method in this paper ( OptorSim — A Replica Optimiser Simulation). OptorSim (Bell et al,
2002) is a simulator package written in Java. The package has been developed for investigating the
impact of replica optimizing algorithms in the data grid environment (EDG — The European Data
Grid Project) and for demonstrating the real structure of European Data Grid. In this simulator, it is
assumed that the grid is composed of multiple sites, each consists of zero or the large number of
computational elements and zero or the large number of storage elements. Computational elements
execute jobs by processing the files and these files are stored in the storage elements. Server controls
the resource of job scheduling operations and allocating them to the computational resources
according to the scheduling agorithm. Each site manages the content of its own files by using the
Replica Manager (RM). At the heart of the replica administrator, there is the Replica Optimizer (RO),
which includes the replication algorithm that is responsible for automatic creation and deletion of
replicas. The Algorithm FORM has been compared with five agorithms of No Replication, LRU,
LFU, EcoModel, and EcoModel Zipf-Like distribution. The CMS Data Challenge 2002 is the
architecture and topology implemented in the simulation. This architecture is shown in the Fig.4
(Cameron et d., 2004). General parameters of simulation are presented in Table 1 and it should be
noted that in this simulation the data are read-only.

Moscow

155M
Russia

Switzerland

Toronto
Roma

CMS testbed site UFL
Router

Fig. 4. Architecture used in the simulation of The CM S Data Challenge (2002)

Tablel
General Parameters of Simulation
Parameter Vaue Parameter Vaue
Total number of sites 20 File access patterns Sequential, random, random walk unitary,
random walk Gaussian, random Zipf access
Number of computationa resources- CE 18 Size of each file (GB) 1
Number of storage resources - SE 20 Tota size of files (GB) 97
Number of Routers 8 Duration of past access (Milliseconds) 106
Storage capacity of each site (GB) 100,50 Minimum bandwidth between two sites 45
(Mbps)
Number of jobs 100 Maximum bandwidth between two sites 10000
(Mbps)
Number of job types 6 Number of repeating the simulation 10

Job delay (milliseconds) 2500
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4.1 Criteria of performance evaluation

4.1.1 Mean job time

The proposed method of FORM has been compared with 5 other algorithms in terms of mean job
time. The results of comparing the job time for 6 algorithms in different access patterns have been
shownin Fig. 5.

Access Patterns VS. Mean lob Time

= No Replication

—_ mLRU
(&
&
£ mLFU
é u EcoModel
|_
X u EcoModé Zipf-like
= : | | [ distribution
P FORM
§ Sequential Random Random Walk RandomWak Random Zipf

Access Access Unitary Access Gaussian Access

Access

Access Pattern

Fig. 5. Diagram of access patterns versus Mean job time

The results of simulation indicate that the proposed method maintains the minimum job execution
time compared with other methods and all access patterns. The jobs are executed in less amount of
time since the method, FORM, performs the replication wisely and accurately. It involves three
important factors of free storage space remained on the local site, the replication cost of target file,
and the number of available replica from the requested file in decision-making. It also uses the target
file from the remote distance in the case of being cost effective so that the space was remained for
more important and widely used files. On the other hand, the algorithm of FORM has determined the
value of each file by taking into account three mentioned parameters. It also removes the less valuable
files if there is no enough space in the destination to store the new replica. As aresult, the valuable
filesare still remained on Grid sites and are available locally if necessary.

4.1.2 Effective network usage

This criterion is the ratio of transferred files to the requested files. In other words, ENU determines
the ratio of replicated files to the local access. Thus if this ratio is smaller it means the used optimal
algorithm has worked in the much correct, well, and proper place due to the replication of replicas.
Effective network usage has a value between 0 and 1 and is calculated by using the equation 1.

ENU: Nremote file accesses+ Nfile replications (1)

Nremote file accesses + Niocal file accesses

The proposed algorithm of FORM was compared with 5 methods in terms of effective network usage.
The comparison results are shown in Fig. 6. As shown in these figures, FORM has the lowest value of
ENU compared with other algorithmsin all access patterns because this algorithm performs these two
operations optimally by taking into account the effective factors and applying them correctly in
replication and replacement phases. Thus, the number of local access is increased and the number of
replication reduced and therefore the ratio of ENU and the amount of occupied bandwidth is
decreased.
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Access Patterns VS. Effective Network Usage
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Fig. 6. Diagram of access patterns versus the effective network usage

5. Conclusion and future works

In this study, a new dynamic data replication method was proposed in data grid, called FORM. The
proposed model of this paper aimed to involve different factors, which played the most effective role
in increasing the efficiency of grid, decreasing the response time, and reducing the bandwidth
occupying, in the replication. Furthermore, the effectiveness by each of these factors was determined
in our method. Then the way of simultaneous use of these factors in the replication algorithms or in
other words, the way of valuating them were discovered.

The proposed method of FORM had two phases. The first phase was associated with file request and
the doing the replication. In this phase, by considering three effective factors (the available storage
space in the local site, the replication cost of target file, and the number of available replicas of
requested files in the whole grade), it was decided whether the requested file could be replicated or be
used from the remote distance. The second phase focused on the replication of replicas. According to
the FORM method, three factors including the number of access to the replica in the past, the
replication cost, and the number of available replicas of filesin other Grid sites were considered for
investigating whether we should delete a replica or not and these three values determined the value of
replica. If the value of replicais lower, it will be the first candidate for replacement. Fuzzy logic was
used in order to calculate the value of each replica. Our proposed agorithm was evaluated and
compared along with the existing 5 algorithms in simulator Optorsim according to two efficiency
criteria of Mean job time and Effective network usage, and the results of these comparisons expressed
this fact that the proposed method of FORM had the better performance Compared to other methods.

e Given the improvements in the proposed algorithm of FORM, it is predicted that the better
results are obtained by increasing the number of jobs in the simulation and the better results
are obtained for alarge number of jobs than small number of jobs. As the future work, we are
seeking to achieve this goal by changing the parameter of simulation in the simulator
Optorsim.

e Moreover, another restriction on Optorsim is that the sizes of all files in the simulation are
considered similar. We are seeking to consider the file sizes different for making the
simulation of our proposed method similar to the real environment and change the job
configuration file in the stimulator Optorsim.
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