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 In this manuscript, the mean of the study and the auxiliary variable, as well as the rank of the 
auxiliary variable, were needed to develop a new, improved ratio-in-regression type estimator for 
population mean. Up to the first order of approximation, expressions for the bias and mean square 
error of the existing and proposed estimators are computed. The effectiveness and stability of our 
new, enhanced estimator are evaluated using simulation and two actual data sets. The suggested 
estimator's superior performance to all other considered estimators is shown both conceptually and 
numerically. The mean square error is the lowest, and PREs out-performs other known estimators 
by a factor of more than one hundred. Overall, we draw the conclusion that the suggested new 
improved estimator outperforms all its predecessors. 
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1. Introduction 
 

It is common knowledge in survey sampling that effective use of the auxiliary variable can increase estimators' efficiency, 
both during the designing and estimate stages. The estimation of unknown population parameters, such as mean, median, 
mode, percentage, variance, etc., is one goal of sample surveys. It is preferable to use simple random sampling when the 
population under consideration is homogeneous (SRS). When the study variable (Y) is linked to the auxiliary variable, stand-
ard estimators, such as ratio, products, and regression type of estimators, are frequently employed to estimate population 
parameters (X). The rank of the auxiliary variable is linked to the research variable whenever there is a positive correlation 
between the two variables.  In different sampling schemes, Hussain et al. (2020), Ahmad et al. (2022), and Irfan et al. (2022) 
proposed certain estimators employing dual auxiliary variables. There are several significant works that discuss the population 
mean under simple random sampling using the auxiliary data, such as Kadilar and Cingi (2006), Singh et al. (2012), Shabbir 
et al. (2014), Grover and Kaur (2014), Singh and Khalid (2015), Muneer et al. (2017), Zaman (2020), Kumar et al. (2021), 
Singh et al. (2021), Riyaz et al. (2022), Rather et al. (2022), Bulut and Zaman (2022) and Adichwal et al. (2022). By elimi-
nating the edge of connection between the study variable and the auxiliary variable, the dual usage of the auxiliary variable 
may improve the accuracy of estimators. We build a new, superior estimate for the finite population mean utilising dual 
auxiliary variables under simple random sampling in this article since dual use of the auxiliary variable for population mean 
has very rarely been addressed in the literature. 
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The article's remaining sections have been organised as follows. We go over a few notations and symbols for the population 
mean under simple random sampling in Section 2. We evaluated a few current estimators in Section 3. In Section 4, a new, 
improved estimator for simple random sampling is proposed. In Section 5, theoretical comparisons are provided. In Section 
6, a summary statistic is provided. Section 7 provides a simulation. Section 8 of the text is devoted to discussion. Section 9 of 
the essay discusses the conclusion. 
 
2. Notations and symbols 
 
Let a finite population ∆=ሼ∆ଵ, ∆ଶ, … ,∆ேሽ consist of N distinct units, and a sample of size n is drawn from ∆ by using simple 
random sampling without replacement (SRSWOR). Let 𝑦, 𝑥 and 𝑟௫ be the values of the study variable (y), auxiliary variable 
(x), and the rank of the auxiliary variable (𝑟௫ ) for the 𝑖௧  unit respectively. Let 𝑠௬ଶ  = ∑ (𝑦 − 𝑦ത)ଶ (𝑛 − 1)⁄ୀଵ , 𝑠௫ଶ  = ∑ (𝑥 − �̅�)ଶ (𝑛 − 1)⁄ୀଵ , 𝑠ೣଶ = ∑ (𝑟௫ − �̅�௫)ଶ (𝑛 − 1)⁄ୀଵ , represents the sample variance that corresponds to the population var-
iances, i.e. 𝑆௬ଶ = ∑ (𝑌 − 𝑌ത)ଶ (𝑁 − 1)⁄ேୀଵ , 𝑆௫ଶ= ∑ (𝑋 − 𝑋ത)ଶ (𝑁 − 1)⁄ேୀଵ , 𝑆ೣଶ = ∑ (𝑅௫ − 𝑅ത௫)ଶ (𝑁 − 1)⁄ேୀଵ , respectively. Also 𝑦ത, �̅� and �̅�௫ be the sample means corresponding to the population mean 𝑌ത, 𝑋ത and 𝑅ത௫ respectively. 
To obtain the bias and MSE of the existing and proposed estimators, are given by:   
 𝜀= ௬തିതത ,    𝜀ଵ= ௫̅ିതത ,  𝜀ଶ= ̅ೣ ିோതೣோതೣ , such that E(𝜀) = 0,  for i = (0,1,2), 
 E(𝜀ଶ) = 𝜆𝐶௬ଶ = 𝛹ଶ , E(𝜀ଵଶ) = 𝜆𝐶௫ଶ = 𝛹ଶ , E(𝜀ଶଶ) = 𝜆𝐶௫ଶ  = 𝛹ଶ , 
 E(𝜀𝜀ଵ) = 𝜆𝜌௬௫𝐶௬𝐶௫ = 𝛹ଵଵ ,  E(𝜀𝜀ଶ) = 𝜆𝜌௬ ೣ 𝐶௬𝐶ೣ  = 𝛹ଵଵ , E(𝜀ଵ𝜀ଶ) = 𝜆𝜌௫ ೣ 𝐶௫𝐶ೣ  = 𝛹ଵଵ,  𝐶௬ = ௌത  , 𝐶௫ = ௌೣത  ,  𝐶ೣ = ௌೝೣோതೣ  ,  𝜆=ቀଵ − ଵேቁ. 
 
3. Literature review   
 
In this section, we go over a number of simple random sampling-related estimators that are available in the literature.The 
traditional mean estimator  𝑌ത  is given by: 
 

Var(𝑌ത) = 𝑌തଶ𝛹ଶ 
 

(1) 

(i) Cochran (1940) suggested the ratio estimator 𝑌തோ, is given by: 
 𝑌തோ= 𝑦ത ቀത௫̅ቁ (2) 

                                                                                                                    
The bias and MSE of 𝑌തோ, are given as: 
 
Bias(𝑌തோ) = 𝑌ത(𝛹ଶ − 𝛹ଵଵ), 
 
and 
 

MSEቀ𝑌തோቁ  ≅ 𝑌തଶ(𝛹ଶ + 𝛹ଶ − 2𝛹ଵଵ) (3) 

                                                                      
(ii) Murthy (1964) suggested the usual product estimator: 
 𝑌ത= 𝑦ത ቀ௫̅തቁ (4) 

 
The bias and MSE of 𝑌ത, is given by:  
 

Bias(𝑌ത) = 𝑌ത𝛹ଵଵ ,  
 
and 
 

MSEቀ𝑌തቁ  ≅ 𝑌തଶ(𝛹ଶ + 𝛹ଶ + 2𝛹ଵଵ) (5) 

 
(iii) Bahl and Tuteja (1991) suggested the following estimators:  
 𝑌ത்,ோ = 𝑦ത expቀതି௫̅തା௫̅ቁ ,   (6) 𝑌ത், = 𝑦ത expቀ௫̅ିത௫̅ାതቁ. (7) 
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The biases and MSEs of  𝑌ത்,ோ, 𝑌ത்,, are given by: 
 
Biasቀ𝑌ത்,ோቁ = 𝑌ത ቀଷ଼  𝛹ଶ − ଵଶ𝛹ଵଵቁ 
 
and 
 

MSEቀ𝑌ത்,ோቁ = തమସ (4𝛹ଶ + 𝛹ଶ − 4𝛹ଵଵ).  

Biasቀ𝑌ത்,ቁ = 𝑌ത ቀଵଶ  𝛹ଵଵ − ଵ଼𝛹ଶቁ, (8) 

 
and 
 

MSEቀ𝑌ത்,ቁ = തమସ (4𝛹ଶ + 𝛹ଶ + 4𝛹ଵଵ). (9) 

 
                                                                                                                                                             
(iv) The difference estimator  𝑌തௗ , given as: 
 𝑌തௗ = 𝑦ത + d (𝑋ത −  �̅�) , (10) 
 
where d is an appropriate chosen constant. The minimum variance of 𝑌തௗ at the optimum value  𝑑௧ = തఅభభబതఅబమబ , is given as: 
 Var(𝑌തௗ) = തమ (అమబబఅబమబିఅభభబ)అబమబ  ,   

 

(11) 

(v) Rao (1991) suggested the following estimator: 
 𝑌തோ, = 𝑄ଵ 𝑦ത + 𝑄ଶ (𝑋ത − �̅�) , (12) 

                                                                                               
The properties of  𝑌തோ, , given as:  
 
Biasቀ𝑌തோ,ቁ = 𝑌ത (𝑄ଵ − 1), 
 
and 
 
MSEቀ𝑌തோ,ቁ = 𝑌തଶ – 2 𝑄ଵ𝑌തଶ +𝑄ଵଶ𝑌തଶ+ 𝑄ଵଶ𝑌തଶ𝛹ଶ - 2𝑄ଵ𝑄ଶ 𝑌ത𝑋ത 𝛹ଵଵ + 𝑄ଶଶ𝑌തଶ𝛹ଶ .  
 
The optimum values of  𝑄ଵ, 𝑄ଶ are given : 
                    𝑄ଵ௧ = అబమబ൫అబమబఅమబబିఅభభబమ ାఅబమబ൯ , 
                    𝑄ଶ௧ = തఅభభబത൫అమబబఅబమబିఅభభబమ ାఅబమబ൯ , 
 
The MSE of  𝑌തோ, at  𝑄ଵ and 𝑄ଶ: 
 MSEቀ𝑌തோ,ቁ = തమ൫అమబబఅబమబିఅభభబమ ൯൫అమబబఅబమబିఅభభబమ ାఅబమబ൯ (13) 

 
                                                                                           
(vi) The suggested  estimator of Singh et al. (2009): 
 𝑌തௌ = 𝑦ത expቀതି௫̅തା௫̅ቁ , (14) 

 
The bias and MSE of  𝑌തௌ, is given by: 
 
Biasቀ𝑌തௌቁ = 𝑌ത ቀଷ଼  𝛹ଶ − ଵଶ𝛹ଵଵቁ , 
 
and                                                                   
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MSEቀ𝑌തௌቁ ≅ തమସ  (4𝛹ଶ + 𝛹ଶି4𝛹ଵଵ). (15) 

 
(vii) The suggested estimator of Grover and Kaur (2011), is given by: 
 𝑌തீ  = ሼ𝑍ଵ𝑦ത + 𝑍ଶ(𝑋ത − �̅�)ሽ expቀതି௫̅തା௫̅ቁ , (16) 

 
The properties of  𝑌തீ  , is given by: 
 

Biasቀ𝑌തீ ቁ = 𝑌ത(𝑍ଶ − 1) + ଷ଼  𝑍ଵ𝑌ത + ଵଶ  𝑍ଶ𝑋 ഥ𝛹ଶ − ଵଶ  𝑌ത  𝛹ଵଵ, 
 
and 
 MSEቀ𝑌തீ ቁ ≅ 𝑍ଶଶ𝑋തଶ𝛹ଶ + 𝑍ଵଶ 𝑌തଶ𝛹ଶ + 2𝑍ଵ𝑍ଶ 𝑌ത𝑋ത 𝛹ଶ − 2𝑍ଵ𝑍ଶ𝑌ത𝑋ത𝛹ଵଵ + 𝑌തଶ – 2 𝑍ଵ𝑌തଶ + 𝑍ଵଶ𝑌തଶ +𝑍ଵ𝑌തଶ𝛹ଵଵ-𝑍ଶ𝑌ത𝑋ത𝛹ଶ-2𝑍ଵଶ𝑌തଶ𝛹ଵଵ - ଷସ 𝑍ଵ 𝑌തଶ𝛹ଶ+𝑍ଵଶ 𝑌തଶ𝛹ଶ .                    

(17) 

 
The optimum values of  𝑍ଵ and 𝑍ଶ are given as:   
                                                                         𝑍ଵ(௧) = అబమబ(అబమబି଼)଼൫ିఅమబబఅబమబିఅభభబమ ିఅబమబ൯ , 𝑍ଶ(௧) = ത൫అబమబమ ିఅబమబఅబమబାସఅమబబఅబమబିସఅభభబమ  ି ସఅబమబା଼అభభబ൯଼ത൫అమబబఅబమబିఅభభబమ ାఅబమబ൯  ,  
 
The minimal MSE of 𝑌തீ  , are given by: 
 𝑌തீ  = തమସ ቆ64 − 16𝛹ଶ −  అబమబ (ି଼ାఅబమబ)మఅబమబ(భశమబబ)షభభబమ ቇ 

(18) 

                              
(viii) Ahmad et al. (2022) suggested the following estimator, is given by: 
 𝑌ത௦=ቄ𝑊ଵ𝑌ത + 𝑊ଶ ቀതି ௫̅ത ቁ +  𝑊ଷ ቀோതೣି̅ೣோതೣ ቁቅ expቀതି௫̅തା௫̅ቁ , (19) 

 
when (a=1) and (b=0).  
 
The bias and MSE of 𝑌ത௦ , are given by: 
 
Bias (𝑌ത௦) = 𝑌ത(𝑊ଵ-1) + ଷ଼ 𝑊ଵ𝑌ത𝛹ଶ+ ଵଶ 𝑊ଶ 𝛹ଶ - ଵଶ 𝑊ଵ𝑌ത𝛹ଵଵ+ ଵଶ 𝑊ଶ 𝛹ଵଵ , and 
 

MSEቀ𝑌ത௦ቁ ≅ 𝑌തଶ(𝑊ଵ-1) + 𝑊ଵଶ𝑌തଶ𝛹ଶ + 𝑊ଶଶ𝛹ଶ + 𝑊ଷଶ𝛹ଶ + 𝑊ଵଶ𝑌തଶ𝛹ଶ - 𝑊ଶ𝑌ത𝛹ଶ + 2 𝑊ଵ𝑊ଶ𝑌ത𝛹ଶ - ଷସ 𝑊ଵ𝑌തଶ𝛹ଶ +  𝑊ଵ𝑌തଶ𝛹ଵଵ – 2 𝑌തଶ𝛹ଵଵ – 2 𝑊ଵ𝑊ଶ𝑌ത 𝛹ଵଵ  - 2  𝑊ଵ𝑊ଷ 𝑌ത𝛹ଵଵ – 𝑊ଷ𝑌ത𝛹ଵଵ+2 𝑊ଵ𝑊ଷ 𝑌ത𝛹ଵଵ – 2𝑊ଵ𝑊ଷ 𝛹ଵଵ   

 
(20) 

 
The optimum values of 𝑊ଵ, 𝑊ଶ and 𝑊ଷ, achieved by diminishing Eq. (20), are given below: 
 𝑊ଵ(௧) = ଼ି అబమబ଼ ൛ଵାఅమబబ൫ଵିோమೣభೣమ൯ൟ , 

 

            𝑊ଶ(௧) = 
തቂఅబమబయ/మ൫ோೣభೣమିଵ൯ାఅమబబభ/మ (ି଼ା అబమబ)൫ோೣభష ோೣభೣమ  ோೣభ൯ାସఅబమబభ/మ (ோೣభೣమమ ିଵ)൛ିଵାఅమబబ(ଵିோೣభమ )ൟቃ଼అబమబభ/మ ൫ோೣభೣమమ ିଵ൯൛ିଵାఅమబబ൫ଵିோೣభమ ൯ൟ  ,        𝑊ଷ(௧)= ത  అమబబభ/మ(଼ିఅబమబ)൫ோೣభି ோೣభೣమோೣభ൯଼ అబమబభ/మ ൫ோೣభೣమమ ିଵ൯൛ିଵାఅమబబ൫ଵିோೣభೣమమ ൯ൟ . 

 
The minimum mean square error of 𝑌ത௦, at  𝑊ଵ ,  𝑊ଶ, and  𝑊ଷ, are given as: 
 MSEቀ𝑌ത௦ቁ ≅ തమ൛ସఅమబబ൫ଵିோೣభೣమమ ൯ିఅబమబమ ିଵఅబమబ అమబబ൫ଵିோೣభೣమమ ൯ൟସ൛ଵାఅమబబ(ଵିோೣభೣమమ )ൟ  ,    (21) 
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where 𝑅௬௫భ௫మଶ  = ൬అభభబమ అబబమାఅభబభమ అబమబషమభబభభభబబభభ అమబబ൫అబమబఅబబమିఅబభభమ ൯ ൰. 
 

4. Proposed estimator 
 
When used properly, the auxiliary variable can improve the design and estimate stages of estimators' precision. When there 
is a high correlation between the study variable and the auxiliary variable, the study variable's rank is also related to it. We 
presented a ratio-in-regression type exponential estimator for calculating the population means based on simple random sam-
pling, drawing inspiration from Ahmad et al. (2022). Dual use of auxiliary variables has not been explored frequently in the 
literature on survey sampling, which is why we are driven to do so. Our enhanced ratio-in-regression type estimator under 
simple random sampling has the main benefit of being more adaptable and effective than the current estimators. 
 𝑌ത௦௦ = Ʈଵଵ𝑌ത  + Ʈଵଶቀ𝑋ത − 𝑋ത ቁexpቀതିതതାതቁ + Ʈଵଷቀ𝑅ത௫ − 𝑅ത௫ቁ expቀோതೣିோതೣோതೣାோതೣቁ,   (22) 

 
 where Ʈଵଵ, Ʈଵଶ and Ʈଵଷ are unknown constants. 
 
Solving 𝑌ത௦௦ given in Eq. (22),   
 𝑌ത௦ = Ʈଵଵ𝑌ത(1 + 𝜀) - Ʈଵଶ𝑋ത𝜀ଵ ቀ1 − ଵଶ 𝜀ଵ + ଷ଼ 𝜀ଵଶቁ - Ʈଵଷ𝑅ത௫𝜀ଶ ቀ1 − ଵଶ 𝜀ଶ + ଷ଼  𝜀ଶଶቁ  𝑌ത௦௦ − 𝑌ത= (Ʈଵଵ − 1)𝑌ത+ Ʈଵଵ𝑌ത 𝜀 -  Ʈଵଶ𝑋ത ቀ𝜀ଵ − ଵଶ 𝜀ଵଶቁ -  Ʈଵଷ𝑅ത௫ ቀ𝜀ଶ − ଵଶ 𝜀ଶଶቁ (i) 

 
Biasቀ𝑌ത௦௦ቁ =  (Ʈଵଵ − 1)𝑌ത + ଵଶ 𝑋തƮଵଶ𝛹ଶ+ଵଶ Ʈଵଷ𝑅ത௫𝛹ଶ  
 
Simplify Eq. (i), we have 
 
 MSEቀ𝑌ത௦௦ቁ = (Ʈଵଵ − 1)ଶ  𝑌തଶ  + Ʈଵଵଶ 𝑌തଶ𝜀ଶ  + Ʈଵଶଶ 𝑋തଶ𝜀ଵଶ+Ʈଵଷଶ 𝑅ത𝑥ଶ𝜀ଶଶ  + 2 Ʈଵଵ  (Ʈଵଵ − 1)𝑌തଶ𝜀- 2 (Ʈଵଵ − 1)Ʈଵଶ𝑌ത𝑋ത ቀ𝜀ଵ − ଵଶ 𝜀ଵଶቁ– 2 (Ʈଵଵ − 1) Ʈଵଷ𝑌ത 𝑅ത௫ ቀ𝜀ଶ − ଵଶ 𝜀ଶଶቁ – 2ƮଵଵƮଵଶ 𝑌ത𝑋ത(𝜀𝜀ଵ) – 2 ƮଵଵƮଵଷ 𝑌ത  𝑅ത௫(𝜀𝜀ଶ)+2 ƮଵଶƮଵଷ𝑌ത  𝑅ത௫(𝜀ଵ𝜀ଶ) 
 
= (Ʈଵଵ − 1)ଶ𝑌തଶ+Ʈଵଵଶ 𝑌തଶ𝛹ଶ  + Ʈଵଶଶ 𝑋തଶ𝛹ଶ  + Ʈଵଷଶ 𝑅ത௫మ𝛹ଶ  +2(ƮଵଵƮଵଶ − Ʈଵଷ)  𝑌ത𝑋ത  అబమబଶ  + 2 (ƮଵଵƮଵଷ − Ʈଵଷ)  𝑌ത  𝑅ത௫  అబబమଶ  – 2 ƮଵଵƮଵଶ𝑌ത𝑋ത𝛹ଵଵ – 2 ƮଵଵƮଵଷ𝑌ത  𝑅ത௫ 𝛹ଵଵ  + 2 ƮଵଶƮଵଷ𝑋ത 𝑅ത௫𝛹ଵଵ 
 
 

MSE ቀ𝑌ത௦௦ቁ = (Ʈଵଵ − 1)ଶ𝑌തଶ + Ʈଵଵଶ 𝑌തଶ𝛹ଶ + Ʈଵଶଶ 𝑋തଶ𝛹ଶ + Ʈଵଷଶ 𝑅ത௫మ𝛹ଶ -2 Ʈଵଶ𝑌ത𝑋ത అబమబଶ  –2   Ʈଵଷ𝑌ത 𝑅ത௫ అబబమଶ  +2ƮଵଵƮଵଶ𝑌ത𝑋ത ቀఅబమబଶ − 𝛹ଵଵቁ+2ƮଵଵƮଵଷ𝑌ത 𝑅ത௫ ቀఅబబమଶ − 𝓋ଵଵቁ+2ƮଵଶƮଵଷ𝑋ത𝑅ത௫మ𝛹ଵଵ       

(23) 

 
The optimum values of Ʈଵଵ , Ʈଵଶ and Ʈଵଷ  are given by: 
 

Ʈଵଵ(௧) = 
൭ଶఒ మబబభ/మഊభ/మ ൱(ƒభభାǷభభ)ା ఒቀ்ାబమబഊ ቁ ି ସସఅమబబ൫ோೣమ ିଵ൯ାସఅమబబభ/మ(ƒభభାƦభభ)ାఒቀ்ାబమబഊ ቁିସ , 

 
 

Ʈଵଶ(௧)= 

మబబభ/మഊభ/మ  തଶఅమబబభ/మఒభ/మ൝బబమభ/మഊభ/మ ƒభభశబమబభ/మഊభ/మ ቆ భబభమమబబబబమቇൡఅబబమభ/మఅబమబభ/మƫభభାସƒభభ൩
బమబభ/మഊభ/మ തቆଵି భబభమమబబబబమቇቄସఅమబబ൫ோೣమ ିଵ൯ାఒఅమబబభ/మ(ƒభభାǷభభ)ାఒቀ்ାబమబഊ ቁିସቅ൩ , 

 
 

Ʈଵଷ(௧) = 

మబబభ/మഊభ/మ  തଶఅమబబభ/మఒభ/మ൝బబమభ/మഊభ/మ ƒభభశబమబభ/మഊభ/మ ቆ భబభమమబబబబమቇൡାସƒభభ൩
బమబభ/మഊభ/మ തቆଵି భబభమమబబబబమቇቄସఅమబబ൫ோೣమ ିଵ൯ାఒఅమబబభ/మ(ƒభభାǷభభ)ାఒቀ்ାబమబഊ ቁିସቅ൩ . 

where  ƫଵଵ = అభభబඥఅమబబඥఅబమబ - అభబభඥఅమబబඥఅబబమ , 𝑅௬௫ଶ  = ቆఅభభబమ అబబమశభబభమ బమబషమభబభభభబబభభఅమబబ൫బమబబబమషభభబమ ൯ ቇ ,  
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 T = 
൝బబమభ/మഊభ/మ ିబమబభ/మഊభ/మ ቆ బభభඥబమబඥబబమቇൡమଵି బభభబమబమబబబమ  ,  ƒଵଵ = 

బమబభ/మഊభ/మ ቆ భబభඥమబబඥబబమି బభభඥబమబඥబబమି భభబඥమబబඥబమబቇଵି బభభబమబమబబబమ  , 

 
 

Ʀଵଵ = 
൝ భబభඥమబబඥబబమ ൭మబబభ/మഊభ/మ ൱ି భభబඥబమబඥబబమ ൭బబమభ/మഊభ/మ ൱ൡమଵି బభభమబమబబబమ  , Ƿଵଵ= 

బబమభ/మഊభ/మ  ቆ భభబඥమబబඥబబమି బభబඥబమబඥబబమି భబభඥమబబඥబబమቇଵି బభభమబమబబబమ  . 

  
Putting the optimum values of Ʈଵଵ, Ʈଵଶ, and Ʈଵଷ in Eq. (23), we get the minimal MSE of 𝑌ത௦௦, given by: 
 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ= തమఅమబబ൛்(ఒ)ିǷభభ(ఒ)ାఅబమబାସ൫ோೣమ ିଵ൯ൟ൝ఒ൭ସమబబഊ ൫ோೣమ ିଵ൯ାସ బమబభ/మഊభ/మ (ƒభభାǷభభ)ା்ାబమబഊ ିସ൱ൡ . (24) 

 
5. Theoretical comparison 
 
In this Section, we performed a theoretical comparison of the adopted and proposed estimator: 

(i) Taking Eq. (1) and Eq. (24), 
 

                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < Var(𝑌ത) if   

                      Var(𝑌ത) - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 

𝑌തଶ𝛹ଶ ⎣⎢⎢
⎢⎡ (Ƴଵଵ)ට𝜆 ቀ12ቁ ሾƳଵଶሿ⎦⎥⎥

⎥⎤
𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ⎦⎥⎥

⎤ > 0 

where Ƴଵଵ= (𝑇 − 4)𝜆 + 𝑅௬௫ଶ 𝛹ଶ + 𝛹ଶ − 4𝛹ଶට𝜆 ቀଵଶቁ + 4ඥ𝛹ଶ𝜆 (ƒଵଵ + Ƿଵଵ), Ƴଵଶ = 𝑇(𝜆) − Ƿଵଵ𝜆 + 𝛹ଶ + 4𝑅௬௫ଶ − 4, Ƴଵଷ= ቀ(𝑇 − 4)𝜆 + 4𝑅௬௫ଶ 𝛹ଶ + 𝛹ଶ − 4𝛹ଶቁට𝜆 ቀଵଶቁ + 4ඥ𝛹ଶ𝜆 (ƒଵଵ + Ƿଵଵ) 

(ii) Taking Eq. (3) and Eq. (24), 
 

                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തோቁ if   
                      MSEቀ𝑌തோቁ- 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 

𝑌തଶ ⎣⎢⎢
⎢⎡ (−𝛹ଶ + 2𝛹ଵଵ − 𝛹ଶ)𝜆(Ƴଵଵ) ට𝜆 ቀ12ቁ + 𝛹ଶሾƳଵଶሿ⎦⎥⎥

⎥⎤
𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ⎦⎥⎥

⎤ > 0 

(iii) Taking Eq. (5) and Eq. (24),  
 

                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തቁ if   
         MSEቀ𝑌തቁ - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0. 
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തమ⎣⎢⎢
⎡ (షబమబశమభభబశమబబ)ഊ(Ƴభయ)ටഊቀభమቁ ାఅమబబሾƳభమሿ⎦⎥⎥

⎤
ఒ൦ Ƴభరටഊቀభమቁ൪

> 0. 

where 
 Ƴଵସ = ቀ(𝑇 − 4)𝜆 + 4𝑅௬௫ଶ 𝛹ଶ + 𝛹ଶ + 4𝛹ଶቁට𝜆 ቀଵଶቁ + 4ඥ𝛹ଶ𝜆 (ƒଵଵ + Ƿଵଵ) 

(iv) Taking Eq. (8) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌ത்,ோቁif   

                      MSEቀ𝑌ത்,ோቁ - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 

𝑌തଶ ⎣⎢⎢
⎢⎡ቀ−14𝛹ଶ + 𝛹ଵଵ − 𝛹ଶቁ 𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ −𝛹ଶሾƳଵଶሿ⎦⎥⎥

⎥⎤
𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ 𝜆⎦⎥⎥

⎤ > 0 

(v) Taking Eq. (9) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌ത்,ቁif   

                      MSEቀ𝑌ത்,ቁ - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 

𝑌തଶ ⎣⎢⎢
⎢⎡ቀ−14𝛹ଶ + 𝛹ଵଵ + 𝛹ଶቁ 𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ + 𝛹ଶሾƳଵଶሿ⎦⎥⎥

⎥⎤
𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ 𝜆⎦⎥⎥

⎤ > 0 

(vi) Taking Eq. (11) and Eq. (24), 
 

                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < Var(𝑌തௗ) if   
                      Var(𝑌തௗ)- 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 

𝑌തଶ ⎣⎢⎢
⎢⎡(−𝛹ଶ𝛹ଵଵ + 𝛹ଵଵ)𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ + 𝛹ଶሾƳଵଶሿ⎦⎥⎥

⎥⎤

⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ⎦⎥⎥

⎤ > 0 

(vii) Taking Eq. (13) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തோ,ቁ if   
                      MSEቀ𝑌തோ,ቁ- 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 
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𝑋തଶ ⎣⎢⎢
⎢⎡(𝛹ଶ𝛹ଶ − 𝛹ଵଵଶ )𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ − (𝛹ଶ + 1)𝛹ଶ − 𝛹ଵଵଶ ሾƳଵଶሿ⎦⎥⎥

⎥⎤
((𝛹ଶ + 1)𝛹ଶ − 𝛹ଵଵଶ ) ⎣⎢⎢

⎡ Ƴଵଷට𝜆 ቀ12ቁ⎦⎥⎥
⎤ > 0 

(viii) Taking Eq. (15) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തௌቁ  if   

                   MSE ቀ𝑌തௌቁ  - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0. 

𝑌തଶ ⎣⎢⎢
⎢⎡ቀ−14𝛹ଶ + 𝛹ଵଵ − 𝛹ଶቁ 𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ 𝜆 + 𝛹ଶሾƳଵଶሿ⎦⎥⎥

⎥⎤
𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ 𝜆⎦⎥⎥

⎤ > 0 

(ix) Taking Eq. (18) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തீ ቁ if   

                    MSEቀ𝑌തீ ቁ  - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 
 164 ⎣⎢⎢

⎢⎡(−𝑋ଶ (16𝛹ଶ − 64)(−𝛹ଵଵଶ +𝛹ଶ + 1)𝜆(Ƴଵଷ)ට𝜆 ቀ12ቁ −𝛹ଶሾƳଵଶሿ⎦⎥⎥
⎥⎤

ሾ𝛹ଶ(−𝛹ଵଵଶ + 𝛹ଶ + 1)ሿ 𝜆 ⎣⎢⎢
⎡ Ƴଵଷට𝜆 ቀ12ቁ⎦⎥⎥

⎤ > 0 

(x) Taking Eq. (21) and Eq. (24), 
                         𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ < MSEቀ𝑌തுቁif   

                     MSEቀ𝑌തுቁ - 𝑀𝑆𝐸ቀ𝑌ത௦௦ቁ > 0 
 𝑌തଶ൛64𝛹ଶ൫1 − 𝑅௬.௫௫ଶ ൯ − 𝛹ଶଶ − 16𝛹ଶ𝛹ଶ൫1 − 𝑅௬.௫௫ଶ ൯ൟ64൛1 + 𝛹ଶ൫1 − 𝑅௬.௫௫ଶ ൯ൟ  

             - തమఅమబబ൛்(ఒ)ିభభ(ఒ)ାఅబమబାସ൫ோೣమ ିଵ൯ൟ൝ఒ൭ସమబబഊ ൫ோೣమ ିଵ൯ାସ బమబభ/మഊభ/మ (ௌభభାభభ)ା்ାబమబഊ ିସ൱ൡ > 0. 

 
6. Data Description 
 
In this section, we use two real data sets for numerical comparison of the adopted and proposed estimators in simple random 
sampling. 
We use the following expression to obtain the PREs: 
                                       PRE(.) = ൫ത  ൯ெௌா൫ത()൯ *100,  

where i = (𝑌തோ, 𝑌ത , 𝑌ത்,ோ , 𝑌ത், , 𝑌തௗ , 𝑌തோ,,  𝑌തௌ, 𝑌തீ , 𝑌ത௦,   𝑌ത௦௦).  
 
Population I: (Source: Koyuncu and Kadilar (2009))  
 
Y= Instructors aggregate,  
X= Pupil aggregate in both elementary and secondary levels in Turkey, 𝑅௫= Rank of X variable 
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Table 1  
Summary statistics for population-I 

N=923 𝑆௫ଶ = 455071 𝜌௬௫ = 0.9543029 
N = 180 𝐶௫ଶ = 3.47646 𝜌௬௫ = 0.6444158 𝜆 = 0.00447 𝐶௫ = 1.8645 𝜌௫௫ = 0.6306615 𝑌ത = 436.4345 𝑅ത௫ = 462 𝑆௬௫ = 15266040 𝑆௬ଶ = 562409.3 𝐶௫ଶ  = 0.3329725 𝑆௬௫ = 128836.4 𝐶௬ଶ = 2.952667 𝐶௫ = 0.577037 𝑆௫௫ = 3586380 𝐶௬ =1.71833 𝛽௬ = 18.62857  𝑋ത = 11440.5 𝛽௫ = 21.61308  

 
Table 2  
MSE and PREs using population-I 

Estimators MSE PRE 𝑌ത  2515.169 100 𝑌തோ 267.6354 939.7742 𝑌ത 14223.6 17.68306 𝑌ത் ோ 651.0631 386.3172 𝑌ത்  5859.952 42.92132 𝑌തௗ 224.6194 1119.747  𝑌തோ  224.3549 1121.067  𝑌തௌ 651.0631 386.3172  𝑌തீ  222.7643 1129.072  𝑌ത௦ 215.2417 1168.538 𝑌ത௦௦ 205.5355 1223.722 
 
Population 2: (Source: Koyuncu and Kadilar (2009))  
 
Y= Instructors aggregate, 
X= Classes aggregate in elementary and secondary levels, 𝑅௫= Rank of X variable 
 
Table 3 
Summary statistics for population-II 

N=923 𝑆௫ଶ = 195784 𝜌௬௫ = 0.9543029 
N = 180 𝐶௫ଶ = 1.76384 𝜌௬௫ = 0.64907 𝜆 = 0.00447 𝐶௫ = 1.3280 𝜌௫௫ = 0.72913 𝑌ത = 436.4345 𝑅ത௫ = 462 𝑆௬௫ = 325003 𝑆௬ଶ = 562409.3 𝐶௫ଶ  = 0.3329725 𝑆௬௫ = 129767.1 𝐶௬ଶ = 2.952667 𝐶௫ = 0.577037 𝑆௫௫ = 86008.5 𝐶௬ =1.71833 𝛽௬ = 18.62857  𝑋ത = 333.1647 𝛽௫ = 14.3732  

 
Table 4  
MSE and PREs using population-II 

Estimators MSE PRE 𝑌ത  2515.169 100 𝑌തோ 209.696 1199.44 𝑌ത 12365.7 20.3398 𝑌ത்,ோ 986.809 254.879 𝑌ത், 4794.77 52.4565 𝑌തௗ 102.41 2455.97  𝑌തோ, 102.355 2457.29  𝑌തௌ 986.809 254.879  𝑌തீ  101.809 2466.62  𝑌ത௦ 79.3012 3171.67 𝑌ത௦௦ 73.7003 3412.7 

 
7. Simulation study 
 
To compare the effectiveness of the suggested estimators with their existing counterparts when the auxiliary variable and rank 
of the auxiliary variable are used, we conduct a simulation study in this section. Three populations are taken into account for 
this reason. Tables 5 provide information about this populations' PRE. Three populations totaling 1,0000 were created from a 
multivariate normal distribution using various covariance matrices. The correlations between the X and Y variables in each 
of these populations are different, with Population-I being positively correlated, Population-II being negatively correlated, 
and Population-III having a positive correlation. Below are the population averages and a covariance matrix: 
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Population-I   𝜇ଵ = 55 ൩, 
and  

 ∑ଵ = 4     9.69.6     64 ൩ 𝜌 = 0.59985 
Population-II  𝜇ଶ = 55 ൩ 
and 

 ∑ଶ = 2           46         10 ൩ 𝜌 = 0.89377 
Population-III  

                                                                                  𝜇ଷ = 55 ൩, 
and 

 ∑ଷ = 4      −9.7−9.7          65 ൩ 𝜌 = −0.5978 
The Percentage Relative Efficiency (PRE) is calculated as follows: PREቀ𝑌ത௦௦,𝑌തቁ = Varቀ𝑌തቁMSE ቀ𝑌ത௦௦ቁ × 100,  
Table 5  
PREs of estimators using simulation for populations I-III, 

Estimators Population-I Population-II Population-III 𝑌ത  100 100 100 𝑌തோ   24.285068 50.254867 18.06951 𝑌ത 4.625123 10.033594 4.541537 𝑌ത்,ோ 38.85633 399.3905 34.85600 𝑌ത், 13.60701 23.59207 37.81075 𝑌തௗ 152.2060 483.0771 145.206  𝑌തோ, 156.2063 488.0772 147.2063  𝑌തௌ 38.85633 399.3905 34.85600  𝑌തீ  156.2063 497.0772 154.2063  𝑌ത௦ 186.663 530.1053 196.2137 𝑌ത௦௦ 240.8563 588.1077 250.6259 

  
8. Discussion 
 
We used two actual data sets to test the effectiveness of our suggested estimator under simple random sampling. Tables 1 and 
3 include the summary statistics of these data sets. According to the mathematical findings, which are shown in Tables 2 and 
4, the suggested estimator is effective in terms of effectiveness. A similar PRE based on simulation is shown in Table 5. It 
can be demonstrated that the suggested estimator outperforms all its competitors. The suggested estimator in SRS produces 
the best results when the variables Y and X have a positive correlation, as shown by the percent relative efficiency. Overall, 
we can say that the suggested estimator performs better than every other estimate now in use. 
 
9. Conclusion 
 
With the help of an auxiliary variable based on the sample mean and rank of the auxiliary variable, we have developed a new, 
improved estimator for the population mean under simple random sampling in this article. Using a simulation study and two 
real data sets, the suggested estimators are contrasted with their current counterparts in order to assess their robustness and 
generalizability. The first order of approximation is used to derive MSE expressions. The numerical outcome shows that the 
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suggested estimators outperform their existing counterparts. Therefore, for future evaluation, we strongly advise using the 
suggested estimators. 
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