M: nent Science Letters 13 (2023) 265-276

Contents lists available at GrowingScience

Management Science Letters

homepage: www.GrowingScience.com/msl

A new improved estimator for the population mean using twofold auxiliary information under
simple random sampling

Muhammad Tahir?, Bu Yude?, Saima Bashir”", Sardar Hussain® and Tahir Munir®

aSchool of Mathematics and Statistics, Shandong University, Weihai, 264209, Shandong, China
bDepartment of Statistics, National College of Business Administration and Economics, Lahore, Pakistan

CHRONICLE ABSTRACT
Article history: In this manuscript, the mean of the study and the auxiliary variable, as well as the rank of the
Received: March 10, 2023 auxiliary variable, were needed to develop a new, improved ratio-in-regression type estimator for

Received in revised format:

population mean. Up to the first order of approximation, expressions for the bias and mean square
March 25 2023

Accepted: May 4, 2023 error of the existing and proposed estimatqrs are computed. The effectiveness and stability of our
Available onlin e:’ new, enhanced estimator are evaluated using simulation and two actual data sets. The suggested
May 4, 2023 estimator's superior performance to all other considered estimators is shown both conceptually and
Keywords: numerically. The mean square error is the lowest, and PREs out-performs other known estimators
Simulation by a factor of more than one hundred. Overall, we draw the conclusion that the suggested new
Simple random sampling improved estimator outperforms all its predecessors.

Auxiliary variable

Bias

Mean square error

PRE

Simulation

© 2023 by the authors; licensee Growing Science, Canada

1. Introduction

It is common knowledge in survey sampling that effective use of the auxiliary variable can increase estimators' efficiency,
both during the designing and estimate stages. The estimation of unknown population parameters, such as mean, median,
mode, percentage, variance, etc., is one goal of sample surveys. It is preferable to use simple random sampling when the
population under consideration is homogeneous (SRS). When the study variable (Y) is linked to the auxiliary variable, stand-
ard estimators, such as ratio, products, and regression type of estimators, are frequently employed to estimate population
parameters (X). The rank of the auxiliary variable is linked to the research variable whenever there is a positive correlation
between the two variables. In different sampling schemes, Hussain et al. (2020), Ahmad et al. (2022), and Irfan et al. (2022)
proposed certain estimators employing dual auxiliary variables. There are several significant works that discuss the population
mean under simple random sampling using the auxiliary data, such as Kadilar and Cingi (2006), Singh et al. (2012), Shabbir
et al. (2014), Grover and Kaur (2014), Singh and Khalid (2015), Muneer et al. (2017), Zaman (2020), Kumar et al. (2021),
Singh et al. (2021), Riyaz et al. (2022), Rather et al. (2022), Bulut and Zaman (2022) and Adichwal et al. (2022). By elimi-
nating the edge of connection between the study variable and the auxiliary variable, the dual usage of the auxiliary variable
may improve the accuracy of estimators. We build a new, superior estimate for the finite population mean utilising dual
auxiliary variables under simple random sampling in this article since dual use of the auxiliary variable for population mean
has very rarely been addressed in the literature.
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The article's remaining sections have been organised as follows. We go over a few notations and symbols for the population
mean under simple random sampling in Section 2. We evaluated a few current estimators in Section 3. In Section 4, a new,
improved estimator for simple random sampling is proposed. In Section 5, theoretical comparisons are provided. In Section
6, a summary statistic is provided. Section 7 provides a simulation. Section 8 of the text is devoted to discussion. Section 9 of
the essay discusses the conclusion.

2. Notations and symbols

Let a finite population A={A, A,, ..., Ay} consist of N distinct units, and a sample of size n is drawn from A by using simple
random sampling without replacement (SRSWOR). Let y;, x; and r,; be the values of the study variable (y), auxiliary variable
(x), and the rank of the auxiliary variable (7,) for the i*" unit respectively. Let ;=X i =M/ (n—1), s =
Yri(x—102/(n—-1), srzx= ", (ryi — Ti)?/(n — 1), represents the sample variance that corresponds to the population var-
iances, i.e. S; =YL, (Y; = Y)*/(N = 1), SZ2= XL, (X; — X)*/(N — 1), S =X, (Ryi — Ry)?/(N — 1), respectively. Also
¥, X and 7, be the sample means corresponding to the population mean ¥, X and R, respectively.

To obtain the bias and MSE of the existing and proposed estimators, are given by:

£0= ¥’ &= ’E_?X, &= fx};R", such that E(g;) = 0, fori=(0,1,2),

E(fg) = AC; =Y,00 » E(6]) = ACE =Wy , E(fzz) =ACE =%Yooz »

E(5051) = ApynyCx = "1’110 > E(EOSZ) = /1py eryCrx = 111101 > E(5152) = Apx erxCrx = "1’011:
_Sy _Sx _Sr _(1_1

C=F G5 Gt (5 -7)

3. Literature review

In this section, we go over a number of simple random sampling-related estimators that are available in the literature.The
traditional mean estimator Y is given by:

Var(Y) = 72¥,0, ¢))
1) Cochran (1940) suggested the ratio estimator ?R, is given by:

5  _ (X

=5 (3) @)

The bias and MSE of ?R, are given as:
Bias(Yz) = ¥ (W20 — ¥110),
and

MSE(?R) = Y% (W00 + Y020 — 2¥110) @)
(i1) Murthy (1964) suggested the usual product estimator:

5 ) @
The bias and MSE of ?p, is given by:

BiaS(?P) =Y%50,
and

MSE(7,) = 72 (W00 + Wozo + 2¥110) (5)
(iii) Bahl and Tuteja (1991) suggested the following estimators:

?BT,R =y exp()?_f) > (6)

X+%

?BT’P =y exp(%). @)
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The biases and MSEs of }i’BT,R, ?BTIP, are given by:
. (5 = (3 1

BlaS(YBT,R) =Y (g Yo20 — Elluno)

and

MSE(?BT,R) = %2 (4%¥300 + Poz0 — 4%¥110)-
Bias(?BT'P) -7 G Y110 — 3 Pozo )» (8)

and

= ?2
MSE(YBT,P) = (4%¥3200 + Pozo0 + 4¥110). ©)

@iv) The difference estimator ?di 7 > given as:
?dif:f”‘d()?—f), (10)

Y110
XW%o20

where d is an appropriate chosen constant. The minimum variance of Vdif at the optimum value dop,¢ = , 1s given as:

a V2 —
var(ydif)min _Y (‘1’20(1;]1(’)02200 ¥110) , (11)

) Rao (1991) suggested the following estimator:
?R,D = y+Q (X -%), (12)
The properties of )i’R‘D , given as:
Bias(i—}R,D) =Y (@ -1,
and
MSE(}’_}R,D) =Y? -2 QY2 +QFY*+ QFY*Wp00 - 20102 YX Wig0 + Q5Y W0y .

The optimum values of Q,, @, are given :
%020

(‘1’020'1’200_—'1’1210+'1’020) ’
Y%110

X(¥200%020—P#10+%020)

Qlopt =

QZ opt =

The MSE of ?R'D at Qq and Q,:

-~ 52 _w2
MSE(YR,D) 72 (¥200%020~¥110) (13)

min  (¥200%020~%%10+%020)

(vi) The suggested estimator of Singh et al. (2009):

V=5 exp(22), (14)
The bias and MSE of ?Singm is given by:
Bias(}z’s) =Y (g Yoz0 — ;‘1’110) s

and
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MSE(%s) = = (4%,500 + Woz0-4%110). (15)
(vii) The suggested estimator of Grover and Kaur (2011), is given by:
Vo = (2,5 + Z,(X - D} exp(22) (16)
The properties of }é’Gk , is given by:
Bias(?(;k) =V(Z, = V) +2 23V +5 2,8 Wopo =5 ¥ ¥iao,
and

MSE(?Gk) = Z2RPWo,0 + 22 VW00 + 22,2, VX Wopo — 22,2,V KWy 0 + V2 -2 2,72 + 2277 + (17)
min

— j——— — 3 — p—
Z1Y2W110-Z,Y KW 020225 Y * W14 - 24 Y2W0o0tZF Y205 .

The optimum values of Z; and Z, are given as:

¥o20(Po20—8)

YA =
1(opt) 8(~%200%020~¥#10-%020)
7 _ 7(¥820-%020%020+4%200P020~4¥ 710 — 4¥020+8%110)
2(opt) — 7 2 >
8X(¥200%020~¥£10+%P020)

The minimal MSE of ?Gk , are given by:

s 7?2 Wo20 (—8+¥020)? (18)
YGKml-n — a <64 _ 16111020 _ 020 ( 020) >

020(1+%200)-%310

(vii))  Ahmad et al. (2022) suggested the following estimator, is given by:

el s (5 + (529 (52 <19>

Ry X+x

when (a=1) and (b=0).
The bias and MSE of 1?5 , are given by:

N 3. o 1 1, = 1
Bias (Yy) =Y (W;-1) + 3 WY Wyt 2 W, Woz0 - 2 WiYWii0t 3 W, ¥o11 > and

MSE(Z) = Y2(Wy-1) + WEY2Wo00 + WEW 20 + WEWooa + WEY 2 W50 - WoY Wopo + 2 Wi WY Wy 'z
WiY2Woo0 + WiY2Wi10 =2 Y2Wi00 -2 Wi W,Y Wiag -2 WiW3 YWi0q — WY Wy 112 Wi W3 YW0pq — 2W, W
Po11

(20)

The optimum values of W;, W, and W5, achieved by diminishing Eq. (20), are given below:

8= %o20
8 {1+%200(1-R%yx;x,)}

Wi(opry =
7] ¥oho (Reyxe, =1) %308 (=8+ %020)(Ryx; - Ry xy Ryxy)+4% 000 (REx, ~D{=1+%200(1-R3x,)}]
8%55 (R, ~1){~1+¥200 (1-REx, )

v l1121(4(2) (B_WOZO)(RJ/H _ Rxlszyxl)

lI"(}z/(z) (R92€1X2_1){_1""1"200(1_}?}2’?519‘2)} '

>

Waopty =

W (opt)™ 3

The minimum mean square error of Yy, at W, , W,, and W5, are given as:

MSE(?S) ~ 72{64%300(1-R3x,x, )~ %820~ 16%020 ¥200(1-R3x,x,)} ’ (21)

min 64{1+W500(1-RJx;x,)}
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where

RZ

YyX1X2

2 2
_ (‘1’110‘1’002+‘1’1o1‘1’ozo—zwwlwuow011 )
5 .
¥200(Po20%002—%$11)

4. Proposed estimator

When used properly, the auxiliary variable can improve the design and estimate stages of estimators' precision. When there
is a high correlation between the study variable and the auxiliary variable, the study variable's rank is also related to it. We
presented a ratio-in-regression type exponential estimator for calculating the population means based on simple random sam-
pling, drawing inspiration from Ahmad et al. (2022). Dual use of auxiliary variables has not been explored frequently in the
literature on survey sampling, which is why we are driven to do so. Our enhanced ratio-in-regression type estimator under
simple random sampling has the main benefit of being more adaptable and effective than the current estimators.

o= Tua? + Tia (X = B Jexp(55) + Tua((Rx — By ) exp(E5). (22)

Rx+Ry

where Ty1, T12 and T3 are unknown constants.
Solving SZS given in Eq. (22),

- 1 3
=TuY (1 + &) - T2 Xe; (1 - ‘51 += 51) - TizRx&2 (1 —s& T3 522)
1 = 1 :
— Y= (T1s — DY+ TusY & - Ti2X ( & — 5512) - TisR« (52 - 5522) @

~<I|> a<b

. (& = 15 1 =
BlaS(Yss) = (Tu—-Dr+ B XT12W020+E T13Rx¥oo2

Simplify Eq. (i), we have

MSE( ss) = (T —D? Y2+ T11Y2 + T12X2 +T%3Ex2£§ +2Ti1 (T — 1)1?250' 2 (T — 1)T12YX (51 _%512)* 2
(Tuu—D T13Y Rx (52 - ;52) —2T11T12 YX(5051) =2 T11T1s Y Ex(£0£2)+2 T12T13Y Ex(flgz)

= > = = S ¥ == W
= (T1a — D?Y2+T5 V2 Wa00 + T1X?Wo20 + TiaRx2Wo02 +2(T11T1z — T1a) YX % + 2 (T1aTaizs —Tas) Y Ry (;02 -2
T11T12Y X %110 = 2 T11TasY Ry Y101 +2 T12TusX Ry%¥o1a

= = = > = So ¥

MSE (7)) = (Tu— 1272 + THPW + ThKWoo + ThReWr 2 TPX72 2 (23)
L4 P

Tus? R 222 42T, T PR (P20 — Wiy )+2Tu Tas ¥ Ry (P22 — w101 ) +2T12 Tus X Re2 Wors

The optimum values of Ty1 , T12 and Ty3 are given by:

/2
24 Affzo)(fu’fpuﬂ A(T+M) 4

T11opt ¥ ’
CON 4‘1’200(Ryx_1)+4q"200611+R11)+A(T+ 0120) —4
1/ 1/2 1/2 2
Y200 5l-w1/211/2) Y002 ¥Yozo(_ %301 1/2
11/2 2 7|2%50074Y 21729114 71/2  F300% 002 Yot ¥otohi 4
TlZ(opt) 1/2 2 ’
wole y 1/2 %020
0205(__ %01 2 _ 020\ _
);1/2X<1 Wzoo?’ooz){“leO(RyX 1)+szooqll+p11)+A(T+ 4 ) 4}]

1/2 wl/2 1/2
Y500 0y 2[{,1/211/2 002 ¥o20 9’%01 +4f.
71/2 200 A1/2114 3172\ Wo00% 002 1
T13(opt) = [wé% _(

21/2

w2 v ’
m){ﬂ’zoo(%x 1)+29, 05 (Fa2+P12) +A(T+7220)— 4}]

where

2
Y0¥ 2
Y110 Y101 2 _< 110 0°2+‘1’101"’020—25"101‘1"110‘1’011>
9

b1 = v ¥200+/ Pozo V¥200¢/%002

Y
200(¥020%002-%310)
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2

wl/2 12

002 _ ozo( ¥Yo11 ) ¥Yo20(__ Yi01 %110

A2 2172\ (Wo20/ %00z f A2\ F300( P00z \/‘Poz \/‘1’002 "~ [#200/ %020
11 =

_ whi10 1_&
¥o020%002 ¥o020%002
1/2
_ Wi01 l"200 %110 (%002 ‘1’002 Wi Wi
V¥200/%002 \ AY/2 | [¥020 %00z \ 11/2 _ Az \/‘1"200\/‘*’002 \/‘1’02 \/‘1’002 " [#200/ %002
R11 w2 > V11— w2
___¥ou _ 011
%020%002 ¥020%002

Putting the optimum values of T1;, Tiz2, and Tq3 in Eq. (23), we get the minimal MSE of zs’ given by:

MSE(Q ) _ 72%W,00{T(D)—-P11(D)+¥o20+4(R5x—1)} . (24)

min Y wi/2 L4
200(p2 020 020
g/1<4 ' (R3x—1)+4 12 (f11+P10)+T+—5 —4)]

5. Theoretical comparison

In this Section, we performed a theoretical comparison of the adopted and proposed estimator:
(1) Taking Eq. (1) and Eq. (24),

MSE(?SS)mm < Var(Y) if
Var(Y) - MSE(ZS)mm >0

1

|

72,0 Mmz]l
|

where

[, (1
Y11= (T — DA + R3, W00 + Poz0 — 4%¥200 | A (E) + 4\/Wo204 (f11 + P11,

Y12 = T(A) = P11A + Wopo + 4R5, — 4,

Yis= ((T = )4+ 4R%,W200 + Wozo — 4¥200 ) \/A (3) + 4/ Pazod (Fi1 + P12
(i1) Taking Eq. (3) and Eq. (24),

MSE(?SS)mm < MSE(?R) if
MSE(?R)- MSE(}ZS)mm >0

= I - —
YZI ( 020 110 200) ( 11) lPZOO[le]

{ 56

L |

>0

(iii) Taking Eq. (5) and Eq. (24),

MSE(ZS)min
MSE(?P) ; MSE(ZS) >0.

min

< MSE(?P) if
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—%020+2%110+%200)A(Y13)

+¥200[Y12]

[
sz (
L

—

> 0.

where

1
Yia = ((T = D2+ 4RE W00 + Poro + 4%200) JA (5) + 4/ Pozod (i1 + P1)
(iv) Taking Eq. (8) and Eq. (24),

MSE(ZS) < MSE(?BT_R)if

min
MSE(?BT,R) - MSE()ZS) >0

min

1
=7 Yoz0 + ¥110 — 11/200) A(Y13)

[
i
y? I — W00l Y12]

|

e e s s el

v) Taking Eq. (9) and Eq. (24),
MSE(?SS)mm < MSE(!G/BT‘P)if
MSE(?BT'P) ; MSE(ZS)mm >0

[

1
72 I (_leozo + %0+ ll”zoo) A(Y13)

| 56

|
+ quoo[Yu]I
J >0

(vi) Taking Eq. (11) and Eq. (24),
MSE(?SS) ) < Var(ydif)min if
min

Var (Vo Imin- MSE(Yes) >0

72 I (_111020111110 + lPllO)A(Y13)

LG

|
+ lpzoo[Yu]I
|

>0

| Y3
10)

< MSE(?R,D)min if
MSE()Q/R‘D) ' -MSE(ZS) >0

min min

1
|
I
|
(vii) Taking Eq. (13) and Eq. (24),

MSE(YSS)
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[
| Wo20W200 — P10)AY
X2 I( 0201200 110) ( 13) _ (WZOO + 1)[}/020 _ 11U1210 [le]

0
v

((P200 + D¥020 — 110 | |

2(2)]

(viii)  Taking Eq. (15) and Eq. (24),
MSE(YSS)min < MSE(YS,-ngh) if
MSE (¥singn ) - MSE(YSS)min >0.
[ 1
72 I (_leozo + %110 — lluzoo) A(Y13)

| Jz(%)a

e ———

>0

‘.
+ lPZOO [le] I
|

>0

(ix) Taking Eq. (18) and Eq. (24),
MSE(ZS)mm
MSE(?GKmm) ; MSE()ZS) >0

min

< MSE(?GKmm) if

[

1 | (X2 (16¥050 — 64) (W10 + W20 + DAY13) _
|

|

56
[

Y
[Pozo(=%i0 + 200 + 1)] AI 13

11G)

|
0() [Y12] I
|

>0

e e —

(x) Taking Eq. (21) and Eq. (24),
MSE(ZS)

MSE(?Haq)

< MSE(Vyaq) if
min min
- MSE(V) >0
min min

Y2{64%200(1 — RZ xrx) — W&20 — 16¥020%200(1 — R2 ) }

64{1 + W200(1 — RZrx) }

72%500{T(A)—B11 (D) +¥o20+4(R5x—1)}
- 7 > 0.

L4 ¥
[A( —200(R% ~1)+4 ‘1’/220(511+311)+T+—‘/’12°—4>]

6. Data Description

In this section, we use two real data sets for numerical comparison of the adopted and proposed estimators in simple random
sampling.
We use the following expression to obtain the PREs:

var(¥)
PRE() = 7M$E(Y1(mm)) *100,

where i = (YR, va YBT Ry YBT P Ydlf' YR D» YSLngh! YGk! Y Yss)
Population I: (Source: Koyuncu and Kadilar (2009))

Y= Instructors aggregate,
X= Pupil aggregate in both elementary and secondary levels in Turkey, R,,= Rank of X variable
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Table 1
Summary statistics for population-I
N=923 S2=1455071 Py = 0.9543029
N =180 C2=3.47646 Dyrx = 0.6444158
1=0.00447 C, = 1.8645 Prrx = 0.6306615
¥ =436.4345 R, =462 Sy = 15266040
52=562409.3 C2,=0.3329725 Syrx = 128836.4
C2=2.952667 C,, =0.577037 Serx = 3586380
C, =1.71833 By = 18.62857
X =114405 B, =21.61308
Table 2
MSE and PREs using population-I
Estimators MSE PRE
7 2515.169 100
Y, 267.6354 939.7742
Y, 14223.6 17.68306
Pors 651.0631 386.3172
Fors 5859.952 42.92132
Voo 224.6194 1119.747
Vo 2243549 1121.067
Vo 651.0631 3863172
Vow 222.7643 1129.072
Y. 215.2417 1168.538
¥ 205.5355 1223.722

Population 2: (Source: Koyuncu and Kadilar (2009))

Y= Instructors aggregate,

X= Classes aggregate in elementary and secondary levels, R,,.= Rank of X variable

Table 3
Summary statistics for population-II
N=923 S2=195784 Dyx = 0.9543029
N =180 C2=1.76384 DPyrx = 0.64907
A1=0.00447 C,=1.3280 Pxrx = 0.72913
Y =436.4345 R, =462 Sy = 325003
S2 =562409.3 €2 = 03329725 Sy = 129767.1
CZ=2.952667 Cyrx =0.577037 Syrx = 86008.5
C, =1.71833 By = 18.62857
X =333.1647 B, =14.3732
Table 4
MSE and PREs using population-II
Estimators MSE PRE
% 2515.169 100
?R 209.696 1199.44
?P 12365.7 20.3398
Tor x 986.809 254.879
Torp 479477 52.4565
T 102.41 2455.97
o 102.355 2457.29
rinan 986.809 254.879
?51( 101.809 2466.62
)2/5 79.3012 3171.67
fls 73.7003 3412.7

7. Simulation study

To compare the effectiveness of the suggested estimators with their existing counterparts when the auxiliary variable and rank
of the auxiliary variable are used, we conduct a simulation study in this section. Three populations are taken into account for
this reason. Tables 5 provide information about this populations' PRE. Three populations totaling 1,0000 were created from a
multivariate normal distribution using various covariance matrices. The correlations between the X and Y variables in each
of these populations are different, with Population-I being positively correlated, Population-II being negatively correlated,

and Population-IIT having a positive correlation. Below are the population averages and a covariance matrix:
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Population-I

4 9.6
Z1=[9.6 64 ]

and

pxy = 0.59985
Population-II

and

pxy = 0.89 3 77
Population-I111

and
4 -9.7
23 = [—9.7 65 ]
pxy = —0.5978
The Percentage Relative Efficiency (PRE) is calculated as follows:
A . Var(?)
PRE(YSS, y) =— 72 %100,
MSE (V)
mn
Table 5
PREs of estimators using simulation for populations I-III,
Estimators Population-I Population-IT Population-II1
v 100 100 100
?R 24.285068 50.254867 18.06951
flp 4.625123 10.033594 4.541537
?BT’R 38.85633 399.3905 34.85600
Torp 13.60701 23.59207 37.81075
?dif 152.2060 483.0771 145.206
}:/R’D 156.2063 488.0772 147.2063
Foingn 38.85633 399.3905 34.85600
?GK 156.2063 497.0772 154.2063
?5 186.663 530.1053 196.2137
ZS 240.8563 588.1077 250.6259

8. Discussion

We used two actual data sets to test the effectiveness of our suggested estimator under simple random sampling. Tables 1 and
3 include the summary statistics of these data sets. According to the mathematical findings, which are shown in Tables 2 and
4, the suggested estimator is effective in terms of effectiveness. A similar PRE based on simulation is shown in Table 5. It
can be demonstrated that the suggested estimator outperforms all its competitors. The suggested estimator in SRS produces
the best results when the variables Y and X have a positive correlation, as shown by the percent relative efficiency. Overall,
we can say that the suggested estimator performs better than every other estimate now in use.

9. Conclusion

With the help of an auxiliary variable based on the sample mean and rank of the auxiliary variable, we have developed a new,
improved estimator for the population mean under simple random sampling in this article. Using a simulation study and two
real data sets, the suggested estimators are contrasted with their current counterparts in order to assess their robustness and
generalizability. The first order of approximation is used to derive MSE expressions. The numerical outcome shows that the
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suggested estimators outperform their existing counterparts. Therefore, for future evaluation, we strongly advise using the
suggested estimators.
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