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ways to make recommendations. Two ways are using more than the others: collaborative
filtering and content-based filtering. In this study, a recommender system model based on
collaborative filtering has proposed. Proposed model was endeavored to improve the customer

20 June 2011 profile in collaborative systems to enhance the recommender system efficiency. This
Keywords: improvement was done using time context and group preferences. Experimental results show
Recommender systems that the proposed model has a better recommendation performance than existing models.
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1. Introduction

Marketing planning plays an important role on the success of different service providers and
businesses. There are various types of marketing strategies such as mass marketing, segmentation and
one to one marketing. One to one marketing is an effort to find individual customer's needs and to
provide a good response for them. Recommender systems have appeared in e-commerce problems to
support product recommendation, which provide one to one marketing (Schafer et al., 2001; Liu &
Shih, 2005). Indeed, recommender systems individualize the way of recommending products. These
systems try to recommend different products to each customer with collecting data of customer
preferences and data mining techniques. Recommender systems have recently become popular among
many well-known e-businesses such as Amazon.com, CDNow.com, Barnes&Noble.com, and
MovieFinder.com. There are different versions of recommender systems based on how it is generated
such as content-based filtering (CBF) (Cheung et al., 2003; Weng & Liu, 2004; Cho & Kim, 2004;
Hung, 2005; Adomavi-cius & Tuzhilin, 2005; Leung et al., 2006; Shih & Liu, 2008), collaborative
filtering (CF) (Karypis, 2001; Sarwar et al., 2001; Cheung et al., 2003; Weng & Liu, 2004; Cho &
Kim, 2004; Liua et al., 2005; Adomavicius & Tuzhilin, 2005; Boucher-Ryan & Bridge, 2006; Leung
et al., 2006; Shih & Liu, 2008) and hybrid approaches (Burke, 2002; Cho & Kim, 2004; Semeraro et
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al., 2005; Adomavicius & Tuzhilin, 2005; Choi et al., 2006; Kim et al., 2006; Shih & Liu, 2008;
Albadvi and Shahbazi, 2009). The rest of this study is organized as follows. Section 2 outlines the
background and reviews related works on customer profile and recommendation methods. Section 3
illustrates the proposed methods. Finally, Section 4 draws conclusions and summarizes the
contributions of this work.

2. Research background
In this section, we review previous recommendation methods and customer profile.
2.1. Recommendation methods

There are two well-known types of recommendation methods, which are content-based filtering and
collaborative filtering. However, there are some other works based on a combination of these two
methods (Resnick & Varian, 1997; Wang et al., 2004). Content-based filtering is proposed using a
comparison between content of items and a user profile (Wang & Shao, 2004). In content-based
filtering method, characteristics of user's interests are extracted and other items with these
characteristics are recommended. In other words, the systems analyze the content of the items and
create customer profiles, which represent user’s interest in terms of keywords, phrases, and features.
Then, the systems compare the user's profile with the content of unknown user to estimate which
items could be more interesting to the user (Min & Han, 2005; Park & Chang, 2009).

Collaborative filtering has been more used in ecommerce applications, where it computes similarities
between data items and user profiles, but collaborative filtering considers similarities between user
profiles. In collaborative filtering, a user’s profile consists of user specified ratings to items and they
are compared to other users to detect similarities among them. Ratings of new items are estimated
based on a combination of the ratings of the nearest neighbors to the new items. Nearest neighbors of
a user are created based on the correlation of past ratings (Montaner et al., 2003; Park & Chang,
2009). We explain more item-based collaborative filtering methods since our proposed model is
based on this method.

2.1.1. Item-based collaborative filtering

Collaborative filtering is one of well-known recommendation method, which has been widely
implemented in retail marketing applications. An item-based collaborative filtering recommends
products to target customer u based on similarities among items (Sarwar et al., 2001). Item-based
collaborative filtering finds similar products to products purchased by target customer then computes
the interest level of target customer on those products and finally recommends the top N (N most
similar) products to target user. In item-based collaborative filtering, first, customer profile matrix (R)
must be prepared. This matrix shows the customer preferences or customer purchasing history. 7y
represents the interest level of ith customer in jth item. In different cases, elements of profile matrix
are different; in some case such as study of Sarwar et al. (2000), matrix elements are numbers
between 1 to 5, where r;; shows the interest level of ith user in jth movie and, zero if ith user has not
rated jth movie. In Liu and Shih's (2005) study, elements are binary variables, where r;; is one if the
ith customer purchases the jth product, and zero otherwise. Next step in item-based collaborative
filtering is to measure similarity between items, which could be computed in differnt ways. One
common method to compute similarity between items i and j is adjusted cosine, which is defined as
follows (Sarwar et al., 2001),

ZuEU(Ru,i - Eu)(RuJ — Eu)
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where R, ; and R, ; are elements of profile matrix representing the interest level of uth customer in ith
and jth products, respectively. R,, is the average of the uth user's ratings. Only users who have rated
both items 7 and j are participated in similarity computation.

Next step is to predict the interest level of target customer in products obtained from the last step.
This method forecasts the interest level of uth user in ith item by summing up the ratings given by
user on the items, which are similar to i. Each ratings must be multiplied according to similarity
between items i and j. The method forecasts interest level of user u in product i (P, ;) as follows
(Sarwar et al., 2001),

P .= Yall similar items,N(Si,N* Ru,N) (2)
u,i

Yall similar items,N(lSi,Nl)

where s; y is similarity between items i and N (N means each item which is similar to /) and R, v is
interest level of user  in item M.

2.2. Customer profile

There are many cases in collaborative filtering method that similarities between user profiles are
computed for recommendation generation and a suitable profile increases the precision of
recommender system. Lee and Yang (2003) explained that important factor in personalization of
researches could be created for each user to predict his/her preferences based on some mathematical
methods. Park and Chang (2009) explained that the development of efficient customer profile models
is important to improve the recommendation quality of the preferred system.

In most recommender systems, user profile is a matrix that explicitly indicates the users' interest or
preference in items (products). Albadvi and Shahbazi (2009) created a user profile structure in their
recommender system called HRPCA, which is a matrix of matrices. Their user profile contained
users' ratings based on attributes of each grain category. Elements of user profile matrix represent the
level of interest of a user in an item. User ratings can be appointed directly from customer or
constructed from shopping steps (Cho & Kim, 2004; Albadvi & Shahbazi, 2009; Park & Chang, 2009):

c b p
LT Ty Ty ®)
U geT b rip,
where rl-i- is the total number of clicks of user i across product j and r is the total number of clicks of
b 14

auser i. % and % are specify the total number of occurrences of basket placements and purchases of
i i

user 7 across product j, respectively.

In the cases that ratings are directly appointed by user, usually, the precision is low and the numbers
must be improved. There are several methods to normalize the ratings. Park and Chang (2009)
suggested that group behavior of customers is as important as their individual behavior.

3. Proposed model

In this study, we propose a five-phase recommendation technique including data preparation,
clustering, profile creation, profile improvement, and recommendation generation. In our proposed
model for recommending the products, a hybrid approach based on collaborative filtering is used. Fig.
1 shows the proposed approach generally.

[ Data preparation H Clustering H Profile creation H Profile improvement H Recommendation ]

Fig. 1. The proposed model




452
3.1. Phase 1: data preparation

In the first step, the necessary data need to be prepared. There are significant amount of data in real-
world applications, which must be cleaned, reorganized, reformatted, etc to use in data mining
applications. In this phase, data must be transformed in new appropriate format for application. In our
study, we used MovieLens' data that is the usual data in recommender systems' test. There are some
datasets in MovieLens web site and we use 1 million records. We transformed data from files to SQL
tables. Since we did not have the access to a relatively powerful computer to process the data, we
used first 100000 record of rating table. Database includes 100 thousand votes from 669 users for
3952 movies. Each customer at least rated 50 movies and we have age, gender and occupation for
each customer.

3.2. Phase 2: clustering

In this phase, data are clustered with SOM algorithm. Input fields of algorithm are age, gender, and
occupation. SOM clustering determines the number of clusters; then with that specified number, k-
means clustering is executed. The cluster number of each customer is used as her/his class label. In
the case of our study, SOM algorithm extracted 8 clusters.

3.3. Phase 3: Profile creation

In this step, user profiles is created. In collaborative filtering user's profile usually is a matrix where
its rows show users and its columns show items. Elements of user profile matrix show the interest
level of a customer to a product. For the case of our study in addition to interest levels, we need the
time of voting for using time context. We can insert each rating time to profile matrix because in
MovieLens data and each customer's vote to each movie, simultaneously. Fig. 2 shows the profile
matrix in our system.

Product
1 2 ... n
1 5(1)
Customer 2 32) 5(7)
m 3(4) 2(5)

Fig. 2. Customer profile in our model

Numbers given in parentheses are periods in terms of months, e.g. 1 means the first month. We used
the first 100000 ratings from MovieLens Million data. The data period is 28 months, started at
December 2000.

3.4. Phase 4: Profile improvement

The novelty of our work lies in this phase. In literature, there are several ways to improve customer
profile. Park and Chang (2009) proposed that in addition to individual behavior, group behavior must
be participated in customer profile. In our proposed model, groups of users are clustered in phase 2.
Group preferences are used to improve the customer's profile as follows,

irj = axr;+ B* igy, “4)

where, 7;; represents the element of profile matrix, which shows the interest level of customer i in
product j and ir;; represents the element of improved profile matrix. 7y, ; is the average of interest
levels of group of customer i in product j. Weighting values a and f represent relative importance

! http://www.movielens.umn.edu
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between individual and group preferences. For new customers a = 0 and f = I; but for other
customers these coefficients must be appointed as follows,

at+pf=1. (6)

According to the study of Park and Chang (2009), both a and g are considered as 0.5, but in our
proposed model, a is computed by several tests and S is computed using Eq. (6). In our proposed
model, we considered several numbers for o and test model with that value and the best value will be
considered for a. The other way to improve the customer profile is to use the context. Since customer
preferences' may change during time, we used time context to improve the customer profile for our
proposed model. First, products must be divided into & groups. For example, in movie store we can
divide movies in groups using genre and a movie can be a member of more than one group and the
parameter of time is considered as follows,

irj = Fij * 1y, (7)

Yjek (CRikTij - C_Riri,-) (CRir,,, — CRir,,.)

F,; (8)

J = 2 _
\/Zjek (CRikTU - CRiTU) Yjex(CRikr,,, — CRiTnOW)Z

where, Tj is the time that customer i rates product j and T, is the recent time session, k is index of
product groups that product j is a member of them and customer i has interest level of product j in
both period of times 7}; and T,,,. Here, r; represents the element of profile matrix, which shows the
interest level of customer i in product j and irj; represents the element of improved profile matrix.

CRl-kTUrepresents the average interest levels of customer i in group of products k at time 7} and
CRikr,,  represents the average interest levels of customer i in group of products k at time T

Finally, C RiTl.]. represents the average of average interest levels of customer 7 at time 7j; and mi']‘now

represents the average of average interest levels of customer i at time 7,,,. In our proposed model we
used both group preferences and time context to improve customer's profile that never have been used
together and we changed the way of improving customer's profile by group preferences.

3.5. Phase 5: Recommendation generation

To recommend a product to customer i, first, similarity among products are preferred by customer i
and unseen products are computed. The similarity is computed with adjusted cosine formula
illustrated in section II. Then, for products, which are most similar to preferred products, the interest
level of customer i is computed. Then, the products are sorted based on calculated interest level.
Finally, the top N products are recommended.

4. Experimental results
4.1.Experiment setting

Various experiments are conducted to evaluate the proposed method for product recommendation.
The proposed methods are compared to theses systems:

o Simple: Item-based collaborates filtering with KNN algorithm (k = 30).

o Timelmprove: This system is constructed on the basis of simple system, but improved
customer profile use time context.

o StaticGroup: This system is constructed based on simple system, but improved customer
profile using group preferences. Customer groups in this system are static, which means the
customers with the same age, gender, and occupation, are in one group. In this system, a is 0.5
for all customers.
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o Alphalmprove: This system is very similar to the proposed model of this paper, but improved
customer profile only use group preferences. The value of a is 0.55 for each customer in this
system

The MovieLens rating data were divided into a 80% data set for training and a 20% data set for
testing to verify the quality of the recommendations. We constructed customer profile matrix by
training set and generated 10 recommendations for each customer. Then we calculated evaluation
metrics by generating recommendations and test set data to evaluate the proposed recommender
system's efficiency.

4.2. Evaluation metrics

Various metrics have been used to evaluate the recommender system's accuracy. In this paper, we use
two general metrics, precision and recall, where they are commonly used to measure the quality of a
recommendation (Cho & Kim, 2004; Karypis, 2001; Sarwar, et al., 2001; Shih and Liu, 2008;
Albadvi and Shahbazi, 2009). Recall is defined as the ratio of the number of products recommended
correctly, products in both recommendation set and test set, and it is set using the following,

number of correctly recommended products (9)

recall =
number of test set products

Precision is defined as the ratio of number of products recommended correctly to number of products
in recommendation set,

number of correctly recommended products (10)

recision = -
p number of recommendation set products

These measures are easy to compute, but as the size of the recommendation increases, recall also
increases, which increases the precision of our computations. Therefore, a well-known combination
metric called F1 metric is produced to provide a balance trade-off between recall and precision (Cho &
Kim, 2004; Karypis, 2001; Sarwar, et al., 2001; Shih & Liu, 2008; Albadvi & Shahbazi, 2009) as follows,

2 Xrecall X precision
Fl= p ec _ (11)
recall + precision
However, an increase on F1 metric yields higher quality results, which increases recommender
system's efficiency. Each metric is measured for each customer, and the average value is computed to
measure the quality of recommendations.

4.3. Evaluation results

This section presents a detailed experimental evaluation of different recommender systems described
in section 4.1. This experiment verifies that the proposed method is relatively a good alternative
method to enhance the quality of recommender system. To evaluate the proposed model we
performed different experiments. The rest of this section illustrates the experiments.

4.3.1. Calculating a

Calculating the best value for a is one of the important factors in our proposed model. In this step, a
recommender system using the proposed model was generated. Similarity equation, neighborhood
size, and the number of recommendations have changed to determine the best recommender system's
efficiency. First, different values of neighborhood size and the number of recommendations have
tested for Pearson, adjusted cosine, and cosine similarity equations and the results indicated that
cosine equation is the best one for our dataset. In the next step, different values of neighborhood size
and cosine similarity equation have been tested for different values of number of recommendations.
The results also indicated that 10 recommendations are the best for our dataset. In the last step,
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different values of neighborhood size have tested with 10 recommendations and cosine similarity
equation. The results shown 10 neighbors are the best for our dataset.
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Fig. 3. Comparison between different a values Fig. 4. Comparison between proposed model and other techniques

The proposed model was built with 10 recommendations, 10 neighbors, and cosine similarity
equations. Different values between 0 and 1 were tested for o by proposed recommender system. Fig.
3 shows the results. As shown Fig. 3, the proposed model with a = 0.55 has the best efficiency
compared with tested models.

4.3.2. Evaluation of different systems

In this experiment, we compared the performance of the different systems described in section 4.1
with the performance of the proposed model. Fig. 4 shows F1 metric for different recommender
systems. As shown in Fig. 5, the proposed model performs well compared with other alternative
methods. This experiment shows that profile improvement via time context and group preferences
can improve the recommender system's quality.

5. Conclusion

Recommender systems are powerful tools that help customers find products they want to buy from a
business. This new technology generates additional value for a business using its buying data sets.
Recommender systems help customers find what they really need and save their time and money and
help businesses by generating more sales. In this work, we proposed a new approach for product
recommendation based on collaborative filtering. In proposed model with attention to customer's
profile, which is one of the important parts of a recommender system, we endeavored to improve the
customer profile and recommender system efficiency. In proposed model, profile was improved using
time context and group preferences. We smoothed the elements of customer profile matrix and
realized them.
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