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 In recent years, major challenges such as, increase in inflexible consumer demands and to 
improve the competitive advantage, it has become necessary for various industrial organizations 
all over the world to focus on strategies that will help them achieve cost reduction, continual 
quality improvement, increased customer satisfaction and on time delivery performance. As a 
result, selection of the most suitable and optimal facility location for a new organization or 
expansion of an existing location is one of the most important strategic issues, required to fulfill 
all of these above mentioned objectives. In order to sustain in the global competitive market of 
21st century, many industrial organizations have begun to concentrate on the proper selection of 
the plant site or best facility location. The best location is that which results in higher economic 
benefits through increased productivity and good distribution network. When a choice is to be 
made from among several alternative facility locations, it is necessary to compare their 
performance characteristics in a decisive way. As the facility location selection problem involves 
multiple conflicting criteria and a finite set of potential candidate alternatives, different multi-
criteria decision-making (MCDM) methods can be effectively applied to solve such type of 
problem. In this paper, four well known MCDM methods have been applied on a facility location 
selection problem and their relative ranking performances are compared. Because of 
disagreement in the ranks obtained by the four different MCDM methods a final ranking method 
based on REGIME has been proposed by the authors to facilitate the decision making process. 
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1. Introduction  
 
A plant or facility is an entity that facilitates the execution of any job or process. Plant or facility 
location is the arrangement of process elements needed for the production of goods or delivery of 
services. It is an integrating phase of production system of an organization. The problem of selecting 
the best or most suitable facility location focuses on the evaluation of alternative locations by 
considering both qualitative and quantitative design criteria.  
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Wang et al (2001) pointed out that in recent years, major challenges such as variable customer demand, 
short product life cycle and increasing worldwide competitions have aroused in the manufacturing 
industry. To overcome these challenges, an industry must be competent to provide world class quality 
products at lower costs than competitors and remain flexible in order to survive in the competitive 
business world (Yazdian & Shahanaghi, 2011; Athawale & Chakraborty, 2011). Ertay et al. (2006) 
considered that optimal design of physical location of a plant is an important issue in the early stage of 
system design. To achieve this goal, new manufacturing systems must be designed. 
 
Facility location decisions are found to be extremely important for the long-term planning of the 
manufacturing organizations. Improper selection of location may result in inadequate qualified work 
force, unavailability of raw materials, insufficient transportation facility, increased operating expenses 
or even disastrous impact on the organization due to political and societal interference (Farhang 
Moghadam & Seyedhosseini, 2010). Thus, it is very much necessary for the decision maker to select 
the appropriate location for a facility that will not only perform well, but also will be flexible enough to 
accommodate the necessary future changes. Selection of a proper location involves consideration of 
multiple feasible alternatives. It is also observed that the selection procedure involves several goals and 
it is often necessary to make compromise among the possible conflicting criteria. As a result, multi-
criteria decision-making (MCDM) methods are found to be an effective approach for solving these 
location selection problems. 
      
The domain of FLP has been deeply explored by a number of researchers (Tompkins, & Reed, 1976; 
Levary, & Kalchik, 1985; Kusiak & Heragu, 1987; Das, 1993; Meller & Gau, 1996; Russell et al., 
1999; Lin & Sharp, 1999; Drira et al., 2007). Many researchers from the past have already applied 
various techniques to solve facility location selection problems. But most of those techniques were 
based on complex mathematical formulations, without considering the qualitative information 
regarding criteria values. Randhawa and West (1995) proposed a solution approach to facility location 
selection problems by integrating analytical and multi-criteria decision-making models.  
      
Location theory was first introduced by Weber (see Brandeau & Chiu, 1989) who considered the 
problem of locating a single warehouse in order to minimize the total travel distance between the 
warehouse and a set of spatially distributed costumers. In fact, he proposed a material index for 
selecting the location in which if this index is greater than one, the warehouse should be installed in the 
vicinity of the source of raw material; or otherwise, it should be close to the market. Isard (1956) 
reconsidered this work with the study of the industrial location, land use, and the related problems. 
Hotelling (1929) introduced another problem of locating two competing vendors along a straight line. 
Smithies (1941) and Stevens (1969) extended the Hotelling's problem later. Hakimi (1964) considered 
a general problem to locate one or more facilities on a network by minimizing the sum of the distances 
and the maximum distance between facilities and points on a network. Considerable research and 
theoretical interest in the location problem have been carried out after this seminal paper. Brown and 
Gibson (1972) and Buffa and Sarin (1987) proposed a facility location model for a multidimensional 
location problem based on critical factors, objective factors, and subjective factors. Fortenberry and 
Mitra (1986) presented a model for the location-allocation problems considering both qualitative and 
quantitative factors. Kahne (1975) considered 29 attributes and used a weighting model to determine 
the relative importance with uncertainty in attributes. Charnetski (1976) considered the case of 
selecting one of the three proposed sites for a modern air terminal with a large number of attributes. 
    
In this paper, secondary data has been collected from a facility location selection problem by  
Shahanaghi and Yazdian (2010) comprising of multiple conflicting criteria and having a finite set of 
potential candidate alternatives and an attempt has been made to solve it with the help of five well 
known multi criteria decision making (MCDM) methodologies. Although a good amount of research 
work has been carried out in the past on solving facility layout selection problems using different 
mathematical approaches, specially employing multi-criteria decision-making (MCDM) methods, but 
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very little attempt has been made to compare the relative performances of the MCDM methods while 
solving the decision-making problems. The main focus area of this paper is to compare the relative 
performances of the four well-known MCDM methods and to propose a final ranking model. 

 
2. Methodology 
 
In this section, a detailed illustration is presented regarding the steps that have been carried out to 
perform the comparative study on the ranking performance of various multi criteria decision making 
(MCDM) methods. These methods have been applied for solving a facility location selection problem 
and thereby drawing a conclusion justifying the satisfaction level of the below mentioned objectives. 
This approach mainly includes the following steps: 
 
2.1. Data collection defining objectives 
 
This is the first and the most important step of any multi criteria decision making problem. Before 
carrying out any type of research work, it is very essential for the researcher to have a transparent view 
of the objectives that his/her proposed work attempts to fulfill. In this paper, there are two main 
objectives that has been defined by the authors that include, 
 

1. Application of four well known multi objective decision making methodologies for solving a 
facility location selection problem based on secondary data and then comparing their relative 
ranking performances 

2. Proposing a final ranking method to facilitate the decision making process. 
 
2.2. Alternatives generation & criteria fixation 
 
In this step, the layout alternatives are obtained from a simulation model. In addition; this step involves 
considering multiple conflicting criteria for solving the decision making problems. The criteria are 
mainly chosen by the decision maker depending on his/her judgments. 
 
2.3. Assigning criteria weights 
 
AHP developed by Saaty (1980) provides a method to decompose the complex problem into a 
hierarchy of sub problems which can be evaluated and handled more easily and rationally. AHP also 
helps in evaluating the weights associated with various criteria in order to judge the importance of each 
and every criterion. 
 
2.4. Ranking location alternatives 
 
In this step five different MCDM methods have been applied to solve the facility location selection 
problem for the purpose of ranking the layout alternatives. These methods include, 
 

1. Grey Relational Analysis (GRA) 
2. Multi Objective Optimization On The Basis OF Ratio Analysis (MOORA) 
3. Elimination Of Choice Translating Reality (ELECTRE II) 
4. Operational Competitiveness Rating Analysis (OCRA) 

 
2.5. Comparative analysis 
 
To determine the applicability and suitability of the four above cited MCDM methods while solving the 
facility location selection problem, their relative ranking performances are compared  
using the following measures: 
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a) Spearman’s rank correlation coefficient, 
b) Kendall’s rank correlation coefficient, 
c) Agreement between the top three ranked alternatives 

 
2.6. Decision making 
 
After ranking the alternatives according to relative significance of each alternative, final ranking 
method based on REGIME has been proposed by the authors to facilitate the decision making process.  
 
3. Multi- criteria decision- making methods 
 
Multiple criterion decision making (MCDM) refers to making decisions in the presence of multiple, 
usually conflicting criteria. In strategic planning, various MCDM methods are presently being applied 
which can also be effectively used to select the most appropriate facility layout for a given industrial 
organization. But the large number of available MCDM methods, of varying complexity and possibly 
solutions, confuses the potential decision maker. Hence, the decision maker also faces the problem of 
selecting the most appropriate MCDM method from among several feasible alternatives. Any MCDM 
problem can be represented by a matrix (ܺ) consisting of m alternatives and n criteria. 
  

ܺ = 
ଵଵݔ ⋯ ଵݔ
⋮ ⋱ ⋮

ଵݔ ⋯ ݔ

൩
×

 

 
Where, ݔ is the performance measure of ݅௧ alternative on ݆௧  criterion. In MCDM methods, it is also 
required to determine the priority weight (ݓ) of each criterion such that the sum of weights for all the 
criteria equals to one. These priority weights can be determined using AHP or entropy method. 
In this paper, in order to compare the ranking performances of different MCDM methods while solving 
a facility location selection problem, the following MCDM methods are used, 
 
3.1. GREY RELATIONAL ANALYSIS (GRA) 
 
The procedural steps of GRA method are described as follows: 
 
Step 1: Generate the grey relation using an appropriate normalization procedure. 
 
Step 2: Define the reference sequence. 
 
For	݆௧criterion of ith alternative, if the value ݔ  is equal to 1, or nearer to 1 than the value of the other 
alternatives, the performance of ݅௧ alternative is the best one for that ݆௧  criterion. Therefore, an 
alternative will be the best choice if all of its performance values are closest to or equal to 1. The 
reference alternative is defined as ݔ. 
 
Step 3: Calculate the grey relational coefficient. 
Grey relational coefficient is used to determine how close ݔ  is to	ݔ . The larger the grey relational 
coefficient, the closer ݔ and  ݔ  are. It is calculated using the following equation: 
 

൯ݔ,ݔ൫ߛ =
∆ + ௫∆ߞ

∆ + ௫∆ߞ
, (1) 
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where, γ ( ݔ, , ݔ) is the grey relational coefficient between ݔ  and , ݔ , ∆ = |ݔ– ݔ|, Δmin is 
the minimum value of ∆ and ∆௫ is the maximum value of ∆. ζ is the distinguishing coefficient 
which ranges from 0 to 1 and generally, is taken as 0.5. 
 
Step 4: Compute the grey relational grade (GRG) value as follows:  
 

ݔ	݀݊ܽ	ݔ	݊݁݁ݓݐܾ݁	ܩܴܩ = 	ݓߛ൫ݔ, 		൯ݔ


ୀଵ

 
 

(2) 

 
The GRG represents the level of correlation between the reference sequence and the comparability 
sequence. If the comparability sequence for an alternative gets the highest GRG value with the 
reference sequence, it means that the comparability sequence is most similar to the reference sequence 
and that alternative is the best choice. 
 
3.2. Multi objective optimization on the basis of ratio analysis (MOORA) 
 
Multi-objective optimization (or programming), also known as multi-criteria or multi-attribute 
optimization, is the process of simultaneously optimizing two or more conflicting attributes (objectives) 
subject to certain constraints. The MOORA method, first introduced by Brauers (2004) is such a multi-
objective optimization technique that can be successfully applied to solve various types of complex 
decision making problems in the manufacturing environment. 
The procedural steps of MOORA method are described as follows: 
 
Step 1: Brauers et al. (2008) concluded that for this denominator, the best choice is the square root of 
the sum of squares of each alternative per attribute. This ratio can be expressed as below: 

*

2

1

, 1, ,ij
ij m

ij
i

X
X j n

X


 


   

(3) 

where,	 ܺ is a dimensionless number which belongs to the interval [0, 1] representing the normalized 
performance of  ݅௧ alternative on ݆௧  attribute. 

Step 2: For multi-objective optimization, these normalized performances are added in case of 
maximization (for beneficial attributes) and subtracted in case of minimization (for non-beneficial 
attributes). Then the optimization problem becomes: 
 

* *

1 1
,

g n

i ij ij
j j g

Y X X
  

    (4) 

where, g is the number of attributes to be maximized, (n−g) is the number of attributes to be 
minimized, and yi is the normalized assessment value of ݅௧	alternative with respect to all the attributes. 
When the attribute weights are taken into consideration, Eq. (7) becomes as follows: 
 

* *

1 1
, 1, ,

g n

i j ij j ij
j j g

Y W X W X j n
  

      (5) 

 
where, ܹ is the weight of jth attribute, which can be determined applying analytic hierarchy process 
(AHP) or entropy method. 
 
Step 3: The ܻ value can be positive or negative depending of the totals of its maxima (beneficial 
attributes) and minima (non beneficial attributes) in the decision matrix. An ordinal ranking 
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of		 ܻ 	shows the final preference. Thus, the best alternative has the highest ܻ value, while the worst 
alternative has the lowest yi value. 
 
3.3 Elimination of Choice Translating Reality (ELECTRE II) 
 
The ELECTRE method developed by Roy and Vincke (1981) is based on multi-attribute utility theory 
with the intention to improve efficiency without affecting the outcome while considering less 
information. The aim of this outranking method is to find all alternatives that dominate other 
alternatives while they cannot be dominated by any other alternative. In ELECTRE method, every pair 
of the alternatives Ai and Ak is assigned a concordance index, ܿ	(݅,݇) which can be expressed as below: 
 
ܿ	(݅,݇) = ∑ ()		ೕ()ஹೕݓ	  , i, k = 1, …., m;  ( i≠k) (6) 
 

where, ݃(݅) and ݃		(݇) are the normalized measures of performance of ith and kth alternative 
respectively with respect to ݆௧  criterion. Thus, for an ordered pair of alternatives (ܣ  ), theܣ,
concordance index,	ܿ	(݅, ݇)	is the sum of all the weights for those criteria where the performance score 
of ܣ is at least as that of A k A discordance index, ݀	(݅, ݇)is also calculated as given below: 

݀(݅,݇) = ቊ
0	݂݅	݃(݅) ≥ ݃(݇)

	ݔܽ݉ {݃(݇)− ݃(݅)} max	{݃(݇) − ݃(݅)}	݅,݇ = 1,2, …݉; ݅ ≠ ݇	ୀଵ
⁄  

(7) 

 
Once these two indices are determined, an outranking relation S can be defined as: 
 
,݅)	ܿ  if and only ifܣܵܣ ݇) ≥ ܿ′and ݀	(݅, ݇) ≥ ݀′where, c’ and d’ are the threshold values as set by the 
decision maker.  
 
The steps for ELECTRE method are described as below: 
 
Step 1: Obtain the normalized values of all the criteria.                             
 
Step 2: Construct the outranking relations by following the concordance and discordance definitions, 
and develop a graph representing the dominance relations among the alternatives. In this graph, if 
alternative ܣoutranks alternative	ܣ, then a directed arc exists from ܣ to ܣ. 
 
Step 3: Obtain a minimum dominating subset by using the minimum concordance and maximum 
discordance indices. 
 
Step 4: If the subset has a single element or is small enough to apply value judgment, select the final 
decision. Otherwise, steps 2 to 4 are repeated until a single element or small subset exists. 
 
Step 5: If a full ranking of the alternatives is required, apply an extension of ELECTRE (ELECTRE II) 
method.  
 
Another two indices are calculated as follows: 
 

(ܦ)	ݔ݁݀݊݅	݁ܿ݊ܽ݀ݎܿݏ݅݀	݁ݎݑܲ = ܿ(݅, ݇)


ୀଵ

−ܿ(݇, ݅)


ୀଵ

	(݅ ≠ ݇) 
 

(8) 

(ܦ)	ݔ݁݀݊݅	݁ܿ݊ܽ݀ݎܿݏ݅݀	݁ݎݑܲ = ݀(݅, ݇)


ୀଵ

−݀(݇, ݅)


ୀଵ

	(݅ ≠ ݇) 
(9) 
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a) Once these two indices are estimated, obtain two rankings on the basis of these indices. 
b) Determine an average ranking from the two rankings, as obtained in step 5(a). 
c) Select that alternative which has the best average rank. 
 
3.4 Operational Competitiveness Rating Analysis (OCRA) 
 
OCRA method was developed to measure the relative performances of a set of production units (PUs), 
where resources are consumed to create value-added outputs. The preference ratings of the alternatives 
in OCRA method reflect the decision maker’s preferences for the criteria. 
The general OCRA procedure is described as below:  
 
Step 1: Compute the preference ratings with respect to the non beneficial criteria. 
In this step, OCRA method is only concerned with the scores that various alternatives receive for the 
input criteria without considering the scores received for the beneficial criteria. The aggregate 
performance of ݅௧ alternative with respect to all the input criteria is calculated using the following 
equation: 
 

1

max( )
,

min( )

m
ij ij

i j
j ij

X X
I W

X


  (10)  

where, ܫ̅ is the measure of the relative performance of ith alternative and ܺ
 is the performance score 

of ݅௧ alternative with respect to  ݆௧  input criterion.  
 
Step 2: Calculate the linear preference rating for the input criteria. 
 
̿ܫ = 	 	̅ܫ  (11) (̅ܫ)݊݅݉−
 
This linear scaling is done to assign a zero rating to the least preferable alternative. ܫ̿ represents the 
aggregate preference rating for ith alternative with respect to the input criteria. 
 
Step 3: Compute the preference ratings with respect to the beneficial criteria. The aggregate 
performance for ݅௧ alternative on all the beneficial or output criteria is measured using the following 
expression: 
 

1

min
min

h
ij ij

i j
n ij

X X
O W

X

 
  

  
  

(12) 

 
Where, h = 1, 2, . . . , j indicates the number of beneficial attributes or output criteria and ܹ݆ is 
calibration constant or weight importance of hth output criteria. The higher an alternative’s score for an 
output criterion, the higher is the preference for that alternative. 
 
Step 4: Calculate the linear preference rating for the output criteria using the following equation: 
 
ധܱ = തܱ	 −݉݅݊( തܱ	) (13) 

 
Step 5: Compute the overall preference ratings. The overall preference rating for each alternative is 
calculated by scaling the sum (ܫ̿+ ധܱ) so that the least preferable alternative receives a rating of zero. 
The overall preference rating ( ܲ) is calculated as follows: 
 
ܲ = +̿ܫ ധܱ (14) 
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The alternatives are ranked according to the values of the overall preference rating. The alternative with 
the highest overall performance rating receives the first rank. 
 
3.5 Final Ranking Method (REGIME) 
 
The REGIME method was described by Hinloopen et al. (1983) and Hinloopen and Nijkamp (1986). 
This method is nothing but an ordinal generalization of pairwise comparison methods such as 
concordance analysis. The procedural steps of REGIME is described as follows, 
 
Step 1: Computing the concordance	ܥ using the following equation: 
 
ܥ =  ߨ

∈ഢෞ
 (15) 

 
 ,ప = the set of concordance which reflects the set of attributes for which ܽis at least as good asܽܥ
where ܽ andܽ ∈ is the weight of the attribute݃	ߨ .ܣ ∈  .ܨ

Step 2: Construction of regime matrix by pair-wise comparison of alternatives in the multi-criteria 
evaluation table. For every criterion, it is examined whether ܽ has a better rank thanܾ, then on the 
corresponding place in the regime matrix the number +1 is noted, while if		ܾ is a better position than	ܽ, 
then –1 will be placed in the regime matrix. 

Step 3: Next, for each criterion	݃  an indicator	ܥ,  for each pair of alternatives(ܽ ,ܽ) can be defined 
as, 

ܥ,ܥ = 	 ቐ
ݎ	݂݅			1+ < ݎ

ݎ	݂݅		0 = ݎ
ݎ	݂݅		1− > ݎ

 
 

(16) 

ܽ(ܽ) with respect to the attribute  ݃	the rank of the alternative =(ݎ)ݎ  

The elements of the regime matrix are called regimes and they are used to determine the rank order of 
alternatives. 

The concordance index, for the alternative	ܽ is given by: 

ܥ = ߨܥ,


 (17) 

Step 4: Construction of a pair-wise comparison matrix	 ܸ, defined as, 

ܸ = ൜+1	݂݅	ܥ > 0
	ܥ	݂݅	1− < 0 (18) 

This matrix consists of elements equal to 1 or -1, and zeroes on main diagonal. A final ranking can be 
achieved on the basis of matrix ܸ 	. The alternative that has maximum number of positive elements i.e., 
+1 in the matrix ܸ is considered as the best alternative. 
 
4. Case study 
 
In this paper, the layout design proposed by Shahanaghi and Yazdian (2010) on the area of “Facility 
location and distribution decisions in supply chains with fleet sizing considering both tangible and 
intangible criteria” is taken into consideration. They had employed a two-phase approach to deal with 
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this problem. In the first phase, the decision maker scores and ranks all potential DC locations with 
regard to a set of criteria, and in the second phase through a multi-objective mixed integer 
programming (MOMIP) model final location and distribution decisions, which incorporates selection 
of transportation modes and their associated loads, are made. They have used AHP to determine the 
relative importance of each criterion and TOPSIS to do the final ranking. This example takes into 
account five facility location selection criteria and four alternative distribution centers (DC). The five 
criteria considered in this problem are, Fire history (F); Access to infrastructures (I); Reliability in 
operations (R); Closeness to market (M); Expert personnel availability (P); Earthquake possibility (E). 
      
The same example is considered here to demonstrate the applicability and effectiveness of five other 
well known MCDM methods.  

 
Fig. 1. Hierarchy structure of the facility location problem 

 

The decision matrix for rank calculation is as follows, 
 

Table 1 
 Decision matrix for rank evaluation 

Alternatives E F I R M P 
Criteria weights 0.255 0.394 0.047 0.107 0.034 0.164 

A1 3 1 7 3 7 5 
A2 1 5 5 5 9 3 
A3 7 1 5 5 3 7 
A4 5 3 9 7 7 5 

 
5. Result analysis 

 
The mentioned facility location selection problem is solved using the following MCDM methods, 

 
5.1 GRA method 
 
In this method, after normalizing the original decision matrix, the grey relational coefficients are 
calculated using eq. (1), where the value of the distinguishing coefficient (ζ) is taken as 1.  Next, the 
corresponding GRG values are determined, as shown in Table 2. After arranging the GRG values in 
descending order, the ranking of the alternative facility locations are obtained as follows, 

 
Table 2 
Grey relational grades 

Alternatives GRG Rank 
A1 0.8049 1 
A2 0.6628 4 
A3 0.7973 2 
A4 0.7044 3 
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5.2 MOORA method 
 
After normalizing the decision matrix using eq. (3), the performances ܻ݅	of each of the alternatives are 
calculated using eq. (5) and thereby the facility location alternatives are ranked in descending order, as 
follows, 

 
Table 3 
Performance scores using MOORA method 

Alternatives ࢅ Rank 
A1 0.0026 1 
A2 -0.2175 4 
A3 -0.07336 2 
A4 -0.1362 3 

 
5.3 ELECTRE II method 
 
To solve this problem using ELECTRE II method, the original decision matrix is first normalized. In 
order to obtain the full ranking of the alternative locations, the corresponding pure concordance and 
discordance indices are computed, as given in Table 4.Then the final ranking is obtained by calculating 
an average rank as shown below, 

 
Table 4 
Ranking of facility locations using ELECTRE II method 

Alternatives  Initial rank ࡰ Initial rank Average rank Final rank 
A1 0.769 1 0.0669 2 1.5 1 
A2 -0.901 4 0.5751 3 3.5 4 
A3 0.319 2 0.8334 4 3 3 
A4 -0.817 3 -1.4754 1 2 2 

 
5.4 OCRA method 
 
The overall preference rating (ܲ݅) is calculated using Eq. (13) and the alternatives are ranked 
accordingly by descending order as shown in Table 5. The facility location alternative having the 
highest value of ܲ is considered as the best choice. 

 
Table 5 
 Ranking of facility locations using OCRA method 

Alternatives Īi ࡻഥ	ࡵ ധࡻ ന  Final rank ࡼ 
A1 2.596 0.1731 1.298 0.0338 1.1365 1 
A2 1.53 0.1393 0.232 0 0.0367 3 
A3 1.576 0.29 0.278 0.1507 0.2334 2 
A4 1.298 0.3346 0 0.1953 0 4 

 
The ranking results obtained by applying four different MCDM methods on the facility location 
selection problem are listed in Table 6. 

 
Table 6  
Comparative analysis of ranking of facility locations using MCDM methods 

Alternatives GRA MOORA ELECTRE II OCRA 
A1 1 1 1 1 
A2 4 4 4 3 
A3 2 2 3 2 
A4 3 3 2 4 
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From the above table, it is evident that GRA and MOORA are providing similar set of rankings for the 
alternatives. However, the rankings obtained by ELECTRE II and OCRA vary from each other as well 
as the other two methods. Thus, it can be concluded that there is no perfect agreement between the 
ranks obtained by the four different MCDM methods.  

 
6. Comparative analysis 
 
Next, to determine the applicability and suitability of the above-cited MCDM methods to solve this 
facility location selection problem, their relative ranking performance are compared using the following 
measures: 
 

a) Spearman’s rank correlation coefficient, 
b) Kendall’s rank correlation coefficient, 
c) Agreement between the top three ranked alternatives 

 
Using Spearman’s rank correlation coefficient (ݎ௦) value, the similarity between two sets of rankings 
can be measured. Usually, its value lies between –1 and +1, where the value of +1 denotes a perfect 
match between two rank orderings. It is calculated as, 
 

௦ݎ = 1 −
6∑݀ଶ

݊(݊ଶ − 1) 
 

(19) 
 
where, ݀=difference between ranks of alternatives by two methods, ݊ = no. of observations. 
 
The Kendall rank correlation coefficient, commonly referred to as Kendall's tau (τ) coefficient, is 
a technique applied to measure the relationship between two measured quantities. Specifically, it is a 
measure of rank correlation, i.e., the similarity of the orderings of the data when ranked by each of the 
quantities. Normally, its value lies between –1 and +1, where the value of +1 denotes a perfect match 
between two rank orderings. It is calculated as, 
 

Ʈ =
.݊) (ݏݎ݅ܽ	ݐ݊ܽ݀ݎܿ݊ܿ	݂ − .݊) (ݏݎ݅ܽ	ݐ݊ܽ݀ݎܿݏ݅݀	݂

0.5	݊(݊ − 1) , 
(20) 

where, n=total no. of pair combinations 
     
As, the decision maker may be sometimes interested to select the best facility location as the single 
choice, another test is performed based on the agreement between the top three ranked location 
alternatives. Here, a result of (1, 2, 3) means the first, second and third ranks match; (1, 2, *) means the 
first and second ranks match; (1,*,*) means only the first ranks match; and (*,*,*) means no match. 

 
Table 8: 
 Performance test results 

MCDM methods            GRA MOORA ELECTRE II OCRA 
GRA  - 1 

(1,2,3) 
0.8 

(1,2,*) 
0.8 

(1,*,*) 
MOORA   - 0.8 

(1,2,*) 
0.8 

(1,*,3) 
ELECTRE II    - 0.4 

(1,*,*) 
OCRA     - 
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The value of Kendall’s coefficient of concordance (Ʈ) is computed as -0.4, which suggests that there is 
an almost no perfect agreement between the considered MCDM methods. Therefore, another ranking 
method is proposed by the authors that combines the ranking results of the four MCDM methods.  This 
ranking method is very similar to REGIME method. The only difference is in place of criteria used in 
REGIME, we are considering the four MCDM methods as the criteria. The main objective behind 
doing so is to obtain a composite final rank that combines the ranking results of all the other methods. 
 
Table 9  
Impact matrix 

Alternatives GRA MOORA ELECTRE II OCRA 
A1 1 1 1 1 
A2 4 4 4 3 
A3 2 2 3 2 
A4 3 3 2 4 

 
Table 10  
Regime matrix 
Alternatives GRA MOORA ELECTRE II OCRA 
A1,A2 1 1 1 1 
A1,A3 1 1 1 1 
A1,A4 1 1 1 1 
A2,A1 -1 -1 -1 -1 
A2,A3 -1 -1 -1 -1 
A2,A4 -1 -1 -1 1 
A3,A1 -1 -1 -1 -1 
A3,A2 1 1 1 1 
A3,A4 1 1 -1 1 
A4,A1 -1 -1 -1 -1 
A4,A2 1 1 1 -1 
A4,A3 -1 -1 1 -1 
 
In this case the authors have assigned equal weightage to the criteria for the calculation of the 
concordance index	ܥ. Therefore for each criterion, ¶ is taken as 1 4⁄ .The paired comparison matrix 
ܸ for composite rank calculation is shown in Table 11.The final ranking obtained by this method is 

noted in Table 12. 
 

Table 11  
Paired comparison matrix 

Alternatives A1 A2 A3 A4 
A1 0 1 1 1 
A2 -1 0 -1 -1 
A3 -1 1 0 1 
A4 -1 1 -1 0 

 
Table 12  
Final rank of alternatives 

Alternatives Total no. of positive elements (+1) Final rank 
A1 3 1 
A2 0 4 
A3 2 2 
A4 1 3 
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7. Conclusion  
 
This paper investigated the ranking performance of four most well-known MCDM methods while 
solving a facility location selection problem. It has been observed that the rankings were significantly 
influenced by the choice of the MCDM methods employed. The discrepancy that appears between the 
rankings obtained by various MCDM methods is due to the difference in their mathematical modelling 
while solving a decision problem. Thus, it becomes very difficult for the decision maker to decide that 
which ranking method is best suited for the problem. Thus, in this paper a final ranking model based on 
REGIME method has been proposed by the authors. Since this model combines the ranking results 
obtained by four different methods instead of depending on the results of just one or two MCDM 
methods, therefore, this model can be considered more reliable for the decision problems. 
      
The future scope of this paper may include comparing the relative performance of the other newly 
developed MCDM methods, like QUALIFLEX, MAPPAC, ARAS, COPRAS (complex proportional 
assessment), LINMAP (linear programming technique for multi-dimensional analysis of preference) 
and NAIADE (novel approach to imprecise assessment and decision environments) while solving the 
facility location selection problems. 
      
Another dimension can be given to this facility location problem by integrating it with various soft 
computing techniques like genetic algorithm, artificial neural networks, meta-heuristics, fuzzy goal 
programming etc. 
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