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 Data sharing is a critical component in a blockchain traceability platform. Therefore, creating a 
reasonable incentive mechanism to ensure that all enterprises participate in data sharing is vital for 
blockchain platforms. Currently, many researchers employ evolutionary game theory to analyze 
problems related to data sharing. However, evolutionary game theory typically assumes that the 
population composed of enterprises is mixed uniformly. Enterprises in the manufacturing industry 
are not uniformly mixed, as they tend to have specific connections with each other due to the size 
of enterprises and volume of business. Therefore, a networked evolutionary game is introduced to 
solve this problem. Firstly, an incentive model for enterprises sharing data is established. Then, a 
scale-free network is employed to simulate the connections between enterprises. To 
comprehensively consider the individual and group benefits of enterprises in the game, this study 
designs a strategy update rule for networked evolutionary game based on Discrete Particle Swarm 
Optimization and Variable Neighborhood Descent algorithm. To tackle the challenge of 
determining reasonable incentive values in networked evolutionary games, this study proposes a 
dynamic incentive mechanism based on the Q-Learning algorithm. Finally, the experiments 
indicate that this method can successfully facilitate the stable involvement of enterprises in data 
sharing. 
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1. Introduction 

The manufacturing industry chain typically encompasses supply, processing (Feng ＆ Yu, 2023), transportation, and sales 
(Wang ＆ Du, 2007), each of which generates a substantial amount of production data. However, the multi-source, 
heterogeneous, and massive volume of data present significant challenges in achieving product information traceability. 
Traditional manufacturing traceability systems are often centralized, which poses a risk of information security in the event 
of a database breach (Feng et al., 2020). Additionally, the manufacturing industry chain is complex, and fragmented 
information undermines the value of data (Chen et al., 2019). The creation of a product must go through various stages, 
including raw material supply, processing, transportation, and sales, and data generated in each stage is sourced from different 
enterprises. Integrating data from different stages and participants on a traceability platform can result in high costs. 
Differences between traceability systems across different production stages may make it difficult to achieve traceability goals 
(Yang et al., 2021). Blockchain is a distributed ledger structure that is cooperatively maintained by several parties and uses 
cryptographic principles to assure transmission and access security (Lu et al., 2022; Wang et al., 2018; Chowdhury et al., 
2018). It achieves consistent storage of data and makes information difficult to tamper with, thus solving the issue of 
information traceability in the process of collection, circulation, and sharing (Nofer et al., 2017). By combining blockchain 
technology with industrial product traceability, transparency and security can be greatly improved (Wen et al., 2019). 
Uploading traceability data from various links of the industrial chain to the blockchain can effectively solve the problems that 
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exist in traditional traceability systems. Data sharing in blockchain can be a great solution to the problem of traceability. 
However, there are still issues with the real data sharing process such as insufficient willingness of enterprises to share data 
(Guo et al., 2023), difficulty in guaranteeing data security (Cui et al., 2021), and imperfect blockchain platform for sharing 
incentive mechanism. Therefore, it is crucial to create a reasonable incentive mechanism which can ensure the stable 
participation of enterprises sharing data and establish a blockchain platform. In the study, we first develop an incentive model 
for enterprises participating in data sharing on the blockchain. Subsequently, we study the strategy evolution process of 
enterprises participation in data sharing under the given incentive using a network evolutionary game approach. Within the 
network evolutionary game, the study designs a strategy update rule based on both the Discrete Particle Swarm Optimization 
(DPSO) and Variable Neighborhood Descent (VND) algorithm. Finally, we propose a dynamic incentive mechanism based 
on Q-Learning algorithm (DIMQL) to solve the problem of difficulty in finding reasonable incentive values under network 
evolution games. 
 
2. Related Work 
 
Our research covers the fields of data sharing, evolutionary game theory, network evolutionary game, and Q-Learning. In this 
part, we review the literature in the fields.  In the age of big data, the continuous growth of data has created challenges in data 
sharing. By its characteristics of decentralization and information sharing, blockchain technology is believed to become a new 
platform for data sharing (Yang et al., 2020, 2021). The incentives are designed to combine reputation and payment, and use 
"credit coins" as the carrier of incentives to encourage users to share data (Chen et al., 2022b). In the study on the motivations 
for data sharing, Guo et al. (2018) established the idea of data competitiveness. Based on considering data competition, Guo 
et al. (2019) adopted differential privacy to secure privacy and proposed a contract theory method to develop incentive 
mechanisms. 
  
Game theory is applied to biological evolution in evolutionary game theory, which offers a strong framework to study the 
process of decision-making in the population of rational agents (Smith & Price, 1973). When the evolutionary game reaches 
equilibrium, the strategies of all enterprises reach a dynamic stable state. Even if a small number of enterprises are disturbed 
and deviate from the steady state, the evolutionary game can be corrected within a certain period so that the evolution reaches 
the stable state again. We want enterprises to share data stably, which is like the equilibrium of game. Therefore, evolutionary 
games are employed to study the issue of enterprise data sharing. The following is the current state of research on evolutionary 
games to solve data sharing problems: Gao (2019) utilized evolutionary games to examine the role of government subsidies 
on the sterilization of manufacturing enterprises. Xuan et al. (2020) analyzed the evolution of user participation in data sharing 
using evolutionary game theory and designed an adaptive smart contract mechanism to continuously incentivize user share 
data. Wang et al. (2021) investigated the reciprocity-based incentive mechanism in P2P systems using evolutionary games. 
Esmaeili et al. (2022) devised an incentive mechanism and applied an evolutionary game to study the cooperation of 
participants in a dilemma. Liu et al. (2022) studied the game between logistics platforms and suppliers using evolutionary 
game theory. Then, he obtained specific paths for transforming other evolutionary stable states (ESS) into ideal ESS through 
sensitivity analysis. Yu et al. (2021) employed evolutionary game to examine enduring impacts of information sharing on the 
adoption of organic farming by producers. Guo and Wei (2021) studied the symmetric information sharing issue of agricultural 
goods using evolutionary games. Wang et al. (2019) observed the configuration trends of different manufacturing services 
based on evolutionary game theory. Han et al. (2022) combined evolutionary game with a Steinberg game and designed a 
dynamic hierarchical game. Du (2023) used a two-stage evolutionary game model to confirm the role of cross-network effects 
in the cooperation between e-merchants and sellers. Shi et al. (2022) combined evolutionary dynamics with Q-Learning and 
verified that continuous evolutionary dynamics with a filtering mechanism can well predict the learning process of algorithms 
such as discrete Q-Learning. 
  
Analyzing the incentive problem of data sharing employing evolutionary game theory requires treating all enterprises as a 
uniformly mixed population. Uniform mixing implies that any two enterprises have an opportunity to engage in the game, 
and each enterprise engages in a game with other enterprises with equal probability. However, in the manufacturing industry, 
it is often the case that not all pairs of enterprises can engage in the game; instead, each enterprise can only engage in the 
game with certain specific enterprises. This type of population is considered a non-uniformly mixed population. Considering 
that the population of enterprises is a non-uniform mixed population, we introduce a network (Barzinpour & Ahmadi, 2013) 
to simulate the connections between enterprises and employ networked evolutionary games to study incentive problems of 
enterprises’ participation in data sharing. Networked Evolutionary Game is a novel interdisciplinary research field that 
combines complex networks and evolutionary game theory. It explores the strategy evolution behavior of social, biological 
and other groups through the formation and evolution of strategies on network groups. The following is the current state of 
research on networked evolutionary games to solve the data sharing problem: Zhang and Wu (2021) combined evolutionary 
games with complex networks to analyze the behavior of cooperation and betrayal in blockchain. Jiang et al. (2017) used 
homogeneous models based on complex evolutionary game models and heterogeneous models based on reinforcement 
learning to study the credibility of user information sharing strategies and utility related information. Gui et al. (2022) he 
investigated Nash equilibrium and consensus on strategies in an evolutionary networked game using heterogeneous updating 
rules. Cheng et al.  (2013) compared stable strategies in infinite popular evolutionary games and networked games and 
proposed a new definition in the stable strategy for network evolutionary games. Xia et al. (2020) employed an evolutionary 
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game to examine the cooperation problem of intelligent attackers in the network.  
  
Q-learning is currently used in industry (Fu et al., 2023). Q-Learning is also applied in the setting of incentives. In the incentive 
mechanism for sensing data sharing in IoT, Liu et al. (2020) used Q-Learning methods to get the best perceptual contribution 
of participants. Chen et al. (2022a) addressed the issues of privacy protection and user engagement among Internet of Things 
(IoT) users and designed an incentive method based on Q-Learning, which aims to reduce the flow offset cost and enhance 
user enthusiasm. Yu et al. (2015) created an incentive contracts menu to address the issue of electricity pricing and utilized Q-
Learning to evaluate the response of power generation companies to the incentive menu. 
  
In previous studies, few scholars have considered the game relationship between enterprises in data sharing, and the incentive 
mechanisms given are relatively fixed. However, the networked evolutionary game is more suitable for the game relationship 
between enterprises in the real situation. Therefore, this study combines the incentive mechanism with networked evolutionary 
games and designs DIMQL to address the incentive issue of data sharing. 
 
The primary contributions of this study are outlined blew: 
  
1.    An incentive model for enterprise data sharing is established and an evolutionary game is employed to study the evolution 

of strategies for enterprises participating in data sharing under an incentive mechanism. The experimental results suggest 
that the incentive value that can make enterprises stably share data is the reasonable incentive value. 

2.    Considering the specific relationships among enterprises, networked evolutionary games are employed to examine the 
incentive problem of data sharing. To balance the individual benefits and group benefits among enterprises, a strategy 
update rule based on DPSO and VND algorithm is proposed. 

3.    To address the challenge of determining rational incentive values in network evolutionary games, this study proposes the 
DIMQL. The experiments demonstrate that the method effectively promotes enterprise participation in data sharing. 

  
The remaining sections of this paper are structured as follows. Section 3 introduces an incentive model for enterprises’ 
participation in data sharing and studies the data sharing incentive issue using evolutionary game theory. Section 4 introduces 
a scale-free network to simulate the connections between enterprises. Then, a strategy update rule based on DPSO and VND 
is designed, and the incentive problem of data sharing is analyzed using networked evolutionary games. Section 5 proposes a 
DIMQL to address the challenge of determining reasonable incentive values in networked evolutionary games. Section 6 
performs numerical experiments to validate the equilibrium of the evolutionary game and networked evolutionary game under 
the data sharing incentive model. Additionally, the feasibility of the proposed DIMQL is verified through experiments. Section 
7 concludes the study and suggests further research. 
 
3. Evolutionary Game for Enterprises Sharing Data 
 
In this section, we will explore the evolution process of firms’ participation in data sharing under incentives based on 
evolutionary games. We will build a data sharing incentive model for enterprises. In each game, enterprises will continuously 
adjust their strategies based on the associated benefits, eventually leading to a dynamic equilibrium for all enterprises' 
strategies. Among all possible evolutionary equilibria, our objective is to identify an equilibrium where all enterprises engage 
in data sharing, while ensuring the incentive value remains reasonable. We assume that all enterprises are limited rational and 
that they form a uniformly mixed population. This implies that game behavior may occur between any two enterprises, and 
the probability of its occurrence is equal.  
 
3.1 Model Building 
 
The data sharing incentive model mainly consists of four elements, which can be represented as ( , , , )G x N K U=  . The 
meaning of the relevant symbols in the model is shown in Table 1. 
 
Table 1 
Meaning of symbols in the data-sharing incentive model 

Symbol Meaning 
x The proportion of enterprises sharing data 
N Number of enterprises 
K Strategy Space 
U Two-player and two-strategy payment matrix 

 
3.1.1 Basic Hypothesis 
 
Some hypotheses are formulated to create the data sharing incentive model. 
 
Hypothesis 1: In a two-player and two-strategy game, each enterprise has two alternative strategies. K = {K1, K2} = {share 
data, not share data} represents the strategies space. 
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Hypothesis 2: The data itself has value. Regardless of whether the enterprise participates in data sharing or not, it will derive 
benefits. The enterprise owns a quantity of shared data, denoted as C. The value of data is expressed by ( )ln 1 C+ .   
Hypothesis 3: Uploading data to the blockchain and maintaining the blockchain system afterward will incur time and technical 
costs for enterprises. This part of cost is considered as data sharing cost. In this paper, m represents cost coefficient, and mC  
represents the cost of sharing data.  
Hypothesis 4: Data sharing among enterprises facilitates the improvement of products and services, as well as effective data 
exploitation. If both firms engage in share, they mutually open their data, resulting in shared benefits for both parties. k 
represents the benefit coefficient of data sharing, and ( )ln 1k C+  represents the benefit of data sharing.  
Hypothesis 5: To incentivize enterprises to voluntarily share data, the blockchain platform rewards enterprises that share data 
and penalizes those that do not share data. Both rewards and penalties are given to enterprises in the form of points. In this 
study, ( )0 1< <α α   represents the reward incentive coefficient for data sharing, and Cα   represents the reward for 

participating in data sharing; ( )0 1< <β β  represents the punishment coefficient for  not sharing data, and Cβ  represents 
the penalty for not participating in data sharing.  
 
3.1.2 Payoff Matrix 
 
The evolutionary game of data sharing incentive problem is a symmetric game. According to the above hypotheses, in each 
round of the game, the possible benefits obtained by the enterprises can be expressed as: 
 
Table 2 
Payoff matrix of the evolutionary game 

 P2 
K1 K2 

P2 
K1 

( )ln 1 ln(1 )C k C C mCα+ + + + −  

( )ln 1 ln(1 )C k C C mCα+ + + + −  
( )ln 1 C C mCα+ + −  

( )ln 1 C Cβ+ −  

K2 
( )ln 1 C Cβ+ −  

( )ln 1 C C mCα+ + −  
( )ln 1 C+  

( )ln 1 C+  
 
Following analysis is conducted for each case in the payoff matrix: 
 
a. Both players choose to share data (K1). In this case, companies not only benefit from data sharing but also receive rewards 

from the blockchain platform. In addition, each enterprise must pay amount of sharing cost when actively sharing data. 
Therefore, when both players choose K1, they will receive a benefit of ( )ln 1 ln(1 )C k C C mCα+ + + + − . 

b. One player chooses to share their data (K1), while the other chooses not to share data (K2). In this case, the enterprise 
participating in data sharing shares its data but does not receive the desired data from the non-participating enterprise, thus 
missing out on the benefits of data sharing. The enterprise that does not upload data also cannot get valuable data from the 
blockchain platform. Therefore, the benefit for the participating enterprise is ( )ln 1 C C mCα+ + − , while the benefit for 

the non-participating enterprise is ( )ln 1 C Cβ+ − . 
c. Both players choose not to share data (K2). In this case, none of the enterprises on the blockchain platform are willing to 

share data, and each enterprise's benefit solely depends on its own data value, which is represented by ( )ln 1 C+ . 
 

3.2 ESSs of Enterprises Sharing Data 
 
The ideal state of blockchain data sharing is to attract all enterprises to participate. In the evolutionary game, enterprises keep 
learning and imitate other enterprises' strategies in the evolution process to finally reach an optimal equilibrium and maximize 
the overall benefit.  We divide time into 1, 2, …, t, …, and suppose that the possibility of enterprises sharing data at the stage 
t is x(t). The probability x(t) is equal to the ratio of firms involved in data sharing. Similarly, the probability that a firm does 
not participate in data sharing at stage t is 1-x(t). The probability 1-x(t) also represents the ratio of firms not involved in data 
sharing. The expected benefit of enterprises sharing data can be calculated using Eq. (1): 
 

( ) ( ) ( ) ( ) ( )1 ln 1 ln 1 1 ln 1tU x t C k C C mC x t C C mCα α= + + + + − + − + + −            (1) 
 

The expected benefit for firms that decide not to share data is Eq. (2): 
 

( ) ( ) ( ) ( )2 ln 1 1 ln 1tU x t C C x t Cβ= + − + − +        (2) 
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Average expected benefit of firms sharing data can be expresses as Eq. (3): 
 

( ) ( )1 21
_

t t tU x t U x t U= + −    (3) 
 

The replication dynamic equation (Fudenberg et al., 1998) in the evolutionary game is Eq. (4): 
 

( )( ) ( ) ( ) 1
_

t t

dx t
F x t x t U U

dt
 = = − 
 

 (4) 

Define ( )( )F x t  as 0, three stable states can be derived as: 

( )
( )

* * *0, 1,
ln 1a b c

C m
x x x

k C C
α

β
−

= = =
+ +

 

If *x  is the stable state, it must exist ( )' * 0F x <  (Friedman, 1991). Three ESSs can be identified. 

Case 1: If m ≤α  , * 1bx =   is the ESS in which enterprises choose to share data, and * 0ax =   is not an ESS. 
( )

( )
*

ln 1c

C m
x

k C C
α

β
−

=
+ +

 doesn’t exist. 

Case 1 suggests that regardless of which strategy an enterprise initially chooses, they will eventually engage in data sharing. 
Case 2: If m >α  and ( ) ( )ln 1 0C m k C Cα β− − + − < , then * 0ax =  and * 1bx =  are the ESSs for enterprises to share data, 

while ( )
( )

*

ln 1c

C m
x

k C C
α

β
−

=
+ +

 is not an ESS. When 
( )

( )
0,

ln 1
C m

x
k C C

α
β

 −
∈  + + 

 exists, no enterprises will be willing to share data. 

When 
( )

( )
,1

ln 1
C m

x
k C C

α
β

 −
∈  + + 

 exists, firms will select to share data ultimately. 

Case 2 indicates that the final strategy choice of enterprises is influenced by the initial share of enterprises taking part in data 
sharing, and the benefits that the enterprises obtain from the blockchain system force the enterprise’s strategy to eventually 
move to a different stable state. 
Case 3: If m >α   and ( ) ( )ln 1 0C m k C Cα β− − + − ≥  , then * 0ax =   is an ESS, while * 1bx =   is not an ESS. 

( )
( )

*

ln 1c

C m
x

k C C
α

β
−

=
+ +

 does not exist. 

Case 3 suggests that all enterprises will decide not to upload data regardless of the initial sharing strategy group. 
 
Based on the above inferences, it is evident that ESS is not unique for enterprises sharing data. This depends on the initial 
proportion of enterprises uploading data and the benefits for enterprises. The reasonable incentive value is the one that can 
ensure the stable participation of all enterprises in data sharing. The reasonable incentive values can be derived through 
evolutionary game. 
 

4. Networked Evolutionary Game for Enterprises Sharing Data 
 

In the above research, we utilized evolutionary games to investigate the process of strategies evolution for enterprise sharing 
data within a uniformly mixed population. However, the composition of subordinate enterprises in manufacturing industries 
is complex. In the real market, enterprises engage in direct or indirect interactions and competition with each other through 
technology, market information, and capital flows, leading to the occurrence of strategic games. Therefore, the game in the 
manufacturing industry takes place within a non-uniformly mixed population where each enterprise can engage in the game 
with other enterprises that share cooperative or competitive relationships.  
  
Taking into account this characteristic, we introduce a scale-free network to simulate the connections between enterprises and 
design a networked evolutionary game that combines DPSO with VND to analyze the issue of incentivizing data sharing 
among enterprises. 
 
The networked evolutionary game model for blockchain data sharing in the manufacturing industry comprises three 
components: the game model between enterprises, the network structure, and the evolution update rules. The income 
calculation for the data sharing incentive model is provided in Table 2. In the subsequent sections, we will elucidate the 
network structure and evolution update rules. 
 
4.1 Network Modeling of Enterprise Relationships 
 

In this paper, we utilize a topology structure ( ),G N E=  to describe the interconnections among enterprises. Here, 



  

 

194

( )1 2, ,..., nN n n n=  represents a set of nodes, with each node representing an individual enterprise. Additionally, there is a 
collection of relationships denoted by E, where each line e represents a direct competition or cooperation between enterprises. 
 

11 12 1

21 22 2

1 2

n

n

n n nn

e e e
e e e

E

e e e

 
 
 =
 
 
 




   


 

 
Here, ije  represents the connection between in  and jn . When 1ije =  exists, it indicates a direct relationship of competition 
or cooperation between in   and jn  ; When 0ije =   exists, it indicates no direct relationship of competition or cooperation 
between in   and jn  . The network structure is a simple undirected graph, and there is no scenario where an enterprise is 
connected to itself or has two connections on the same end.  
 
Random, small-world, and scale-free network topologies are commonly used to portray complex systems such as supply 
chains (Bellamy & Basole, 2013). In the manufacturing industry, there are four main chains: supply chain, manufacturing 
chain, transportation chain, and sales chain. Each industry chain comprises different types of enterprises. Within an industry 
chain, although the enterprises share similar types, their scales may differ. Large-scale enterprises have a broader scope of 
operations, possess strong driving, and resource integration capabilities, and lead the growth of small and medium-sized firms 
within the same industry chain. They may also engage in business cooperation with enterprises from other industry chains. 
As a result, large-scale enterprises establish connections with a greater number of enterprises, while small-scale enterprises 
have limited business volume and production resources, resulting in fewer connections with other enterprises. Most common 
nodes in a scale-free network have just a few connections, while a minority of nodes possess many connections. This 
characteristic bears a striking resemblance to the connections among enterprises in a supply chain. Therefore, we choose to 
utilize a scale-free network to simulate the connections between enterprises. 
 

In this paper, we employ a step-by-step growth model to generate a scale-free network. In this model, the network is generated 
through the following steps: 
 

1. Initial network: At the initial stage, we generate a network containing n nodes. The initial network is a fully connected 
network. 
 

2. Node addition:  
a. Generate a new node each time.  
b. Connect the newly added node to the already existing nodes. The target node for connection is selected based on the degrees 
of the existing nodes. The probability of selecting a node increases with its degree. This probability id  can be expressed as 

( ) i
i

ii

dd
d

∏ =


 . 

4.2 Strategy Update Rules for Data Sharing Based on Networked Evolutionary Game 
 

Particle Swarm Optimization algorithm (PSO) uses the information shared by individuals to drive the population to gradually 
evolve in the problem solution space and eventually obtain the optimal solution to the problem. PSO has characteristics, 
including agents’ propensity to remember their own beliefs while taking into account the beliefs of their peers, and cognitive 
and social behaviors that seek consistency in cognition. They will adjust if they realize that the beliefs of their peers are more 
superior. Regarding the issue of data sharing incentives, at the end of each round of the game, enterprises compare their own 
revenue with that of their own neighbors and imitate the strategy of the highest revenue earner among their neighbors. This 
behavioral characteristic is very similar to that of PSO, so we choose PSO to analyze the networked evolutionary game. 
Solution of a Networked Evolutionary Game based on DPSO. In the paper, we map the elements of the game to PSO: 
 

 
Fig. 1. The Mapping Relationship between Game and PSO 
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In the strategies space, enterprises have only two alternative strategies: share data or not share data. Therefore, the problem 
can be seen as a discrete type of particle swarm optimization (DPSO). 
 
Suppose there are N enterprises in total, and the strategy selection for enterprise i is represented by ( 0 1)i iX X or= . The set 

of strategy choices for all enterprises is ( )1 2, ,..., ,..., ,1i NX X X X X i N= ≤ ≤ . 
 
The updated equations for the velocity and position of a standard particle are given by Eq. (5): 
 

( ) ( )1
1 1 2 2

1

1
1

1( )
1

1 () ( )
( )

0,

id

t t t t t t
i i i i i i

t
i v

t
t i

id

v v c r pbest X c r gbest X

s v
e

rand s v
X v

otherwise

ω+

+
−

+
+

= + − + −

=
+
 <

= 


，

 
(5) 

 
The PSO continuously adjusts the velocity and position of the particle during its flight, aiming to bring the particle closer and 
closer to the optimal position while gradually converging its velocity to 0. When 0v =   exists, it is likely that 

,i i i ipbest X gbest X= = , indicating that the current position is the historical optimal position and does not require further 
changes. However, in traditional DPSO, when 0.5s =  , 0v =   as well, which implies that as the particle approaches the 
optimal position, its likelihood of variation increases, resulting in weak local search capability. Therefore, we opt for an 
updated DPSO formula: 
 

( ) ( )1
1 1 2 2

1

1

1

21 , 0
1( )
2 1, 0

1
0

0, () ( )
,

0
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t t t t t t
i i i i i i

iv
t
i
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t
i

i
i

t
i

i
i

v v c r pbest X c r gbest X

v
es v

v
e

when v

rand s v
X

X otherwise
when v

rand s v
X

X otherwise

ω+

−
+

−

+

+

= + − + −

 − ≤ += 
 − >
 +

<

 ≤= 

>

 ≤= 


 (6) 

 
In Eq. (6), if the velocity is close to 0, the position may not require immediate changes, and thus the probability of position 
change is low. Conversely, if the velocity is far from 0, the position may need to change, and therefore the probability of 
position change is higher. 
 
In the networked evolutionary game, the chosen strategy update rule in this paper is that the player imitates the optimal strategy 
of its neighbors. In each round of the game, the enterprise selects several enterprises from its neighbors to participate in the 
game, and the payoff for the player in this round is the average revenue of these games. The enterprise imitates the strategy 
of its neighbors with the highest revenue and considers it as the individual optimal strategy ipbest . After one round of the 
game for all enterprises, if the total revenue is higher than that of the previous round, the current set of strategies becomes the 
group optimal strategy igbest ; Otherwise, the previous set of strategies remains as the group optimal strategy.  
 
We then update the strategy using DPSO. In Eq. (5) and Eq. (6), the flight velocity of each particle iv  is determined by ipbest  
and igbest , and these velocities have an impact on the equilibrium of the game. ipbest  and igbest  are determined by the 
enterprises' payoffs. This implies that the equilibrium of the game in the current environment is not purely about individual 
payoff maximization or group payoff maximization. Instead, it represents a balance between individual enterprise payoff and 
group payoff. This balance allows enterprises to optimize their individual interests while also considering the maximum 
interests of the entire group. 
 
 
The algorithmic flow of the game based on PSO is as follows: 
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Algorithm 1: Networked Evolutionary Game Based on DPSO 
Input: 0x , C, k, α , β , m, 0.4θ = , ω , 1c , 2c ,  
Output: X 

Generate a network ( ),G N E=   

Generate the initial solution according to 0x  
while (iteration<Max iteration) do 

The player determines ipbest  and igbest  by playing games with its neighbors 

If (iteration< θ *Max iteration) do 
for (i<N) do 

Update v[i], s[i], X[i] using Equation (5) 
end for 

end if 
else do 

for (iteration< θ *Max iteration) do 
for (i<N) do 

Update v[i], s[i], X[i] using Equation (6) 
end for 

end for 
end else 

end while 
 
4.3    Improvement of Networked Evolutionary Game Based on DPSO 
 
The randomness of intelligent algorithms results in fluctuations in the evolutionary trajectory. In this section, we have 
incorporated VND into the networked evolutionary game based on PSO to alleviate the strategy fluctuations of enterprises in 
the early stages of evolution. 
 
We have designed three variable neighborhood operators that manipulate the strategy set of enterprises. The operators are as 
follows: 
  

(1) The operator selects a segment within the solution set and reverses the strategies, transforming 0 into 1 and 1 into 0. 
(2) This operator randomly selects two segments of solutions from the solution set of enterprises and swaps them. Each 

segment occupies one-fifth of the total length of the solution. 
(3) The operator selects a segment within the solution set and performs a reversal of the solution from the beginning to 

the end  
 
Then, we add the designed operators to the networked evolutionary game, and the algorithm process is as follows: 
 

Algorithm 2: Networked Evolutionary Game Algorithm Based on DPSO with VND 
Input: 0x , C, k, α , β , m, θ , 0.4θ = , ω , 1c , 2c  
Output: X 

Generate a network ( ),G N E=   

Generate the initial solution according to 0x  
while (iteration<Max iteration) do 

The player determines ipbest  and igbest  by playing games with its neighbors  

If (iteration< θ *Max iteration) do 
for (i<N) do 

Update v[i], s[i], X[i] using Equation (5) 
end for 
Perform VND and update the solution if there is a solution that maximizes the revenue of population. Otherwise, keep the original solution. 

end If 
else do 

for (iteration<θ *Max iteration) do 
for (i<N) do 

Update v[i], s[i], X[i] using Equation (6) 
end for 

end for 
end else 

end while 
 
5. A Dynamic Incentive Mechanism for Promoting Data Sharing in Networked Evolutionary Game 
 
Based on the experiment, we can observe that in certain situations, the incentive values we have set may not encourage data 
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sharing among enterprises. However, to meet the requirements of the blockchain traceability system, all enterprises must share 
their relevant production, processing, transportation, and sales data. Therefore, this paper proposes a dynamic incentive 
method based on Q-Learning. In cases where the given incentive values fail to promote data sharing among enterprises, the 
method dynamically adjusts the incentive values and the sharing cost of enterprises, ultimately ensuring that all enterprises 
share data. 
 
In the data sharing incentive model, the profits of enterprises are influenced by the amount of data shared, the sharing benefit 
coefficient, the reward incentive coefficient, the punishment incentive coefficient, and the sharing cost coefficient. Among 
these factors, the amount of data uploaded by enterprises is difficult to modify due to traceability system requirements. The 
sharing benefit of enterprises relies on cooperation with other enterprises to explore the additional value of the data, making 
it challenging for human intervention. The sharing cost of enterprises is associated with the blockchain platform, while the 
rewards and penalties received by enterprises are directly set by the blockchain platform. When incentivizing enterprises, we 
can simultaneously regulate the sharing costs and the rewards and penalties obtained by enterprises.   The Q-Learning 
algorithm is a reinforcement learning algorithm known for its high flexibility and adaptability. When adjusting the model 
parameters, it is challenging to achieve the ideal scenario of all enterprises sharing data through a few adjustments. Therefore, 
selecting the Q-Learning algorithm to transform parameter combinations allows for dynamic adjustments to the enterprise's 
earnings. This approach enables the enterprise to gradually find acceptable incentive values and shared costs during the 
adjustment process, transforming strategies from non-participation to participation in data sharing.  
 
In the following, we will provide detailed explanations of the adjustment process for these three parameters.  The elements 
used in the Q-Learning algorithm include states, actions, agents, rewards, and penalties. In this paper, we set several parameter 
combinations (denoted as ( , , )s mα β=  ) for reward incentive coefficients 0{ ,..., ,..., }i fα α α α=  , penalty incentive 
coefficients 0{ ,..., ,..., }i fβ β β β= , and shared cost coefficients 0{ ,..., ,..., }i fm m m m= , which represent the states of the Q-
table. The actions in the Q-table correspond to changes in states, with the constraint that each action modifies only one 
parameter value at a time and the size of this parameter value change is step . Assuming that the current action is to reduce 
parameter β   of state 3 2 5( , , )mα β  , then the next state will be 3 1 5( , , )mα β  , where 1 2 stepβ β= −  . The agent refers to the 
enterprise. We define the rewards and penalties R  in Q-Learning as the difference between the earnings after each state 
change and the earnings before the change. A positive difference represents the reward obtained by the enterprise in Q-
Learning, while a negative difference represents the penalty obtained by the enterprise.  
 

Given that the Q-Learning algorithm adapts the values of three parameters: the reward incentive coefficient, the punishment 
incentive coefficient, and the shared cost coefficient, the Q-table in this context is thus three-dimensional. All Q-values of Q-
table are initialized as 0, and they are updated according to the following formula: 
 

[ ][ ][ ][ ] [ ][ ][ ][ ] max(1 ) ( )m i m i iQ l Q l R Qα β α β γ= − + +  (7) 
 

Here, l  represents the learning rate, and γ  denotes the decay factor for rewards. 
Moreover, in order to avoid situations where some actions are not explored when searching for the optimal state, we have 

incorporated a greedy strategy into the Q-table updates. 
 
The process of the algorithm is illustrated in the table below: 
 

Algorithm 3: DIMQL 
Input: 0s , f , step , greedy 
Output: X 
Initiate all Q-values to 0 
Determine the current state 0s  
while (iteration<Max iteration) 

if (first||rand () <greedy) do 
Select a random action a within the available in the current state  
Perform action a, get reward or punishment R 
Update the Q-table using Equation (7) 
Move to the new state s， 
Execute Algorithm2(new state) 

end if   
else do 

According to the maximum Q-value in the subsequent state, choose action a from those readily available in the current state 
Perform action a, get reward or punishment R 
Update the Q-table using Equation (7) 
Move to the new state s，  
Execute Algorithm2(new state) 

end else 
end while 
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6. Experimental results 
 
In this section, we design numerical experiments which are described as follows. 
 
6.1 Experiments on Data Sharing among Enterprises Based on Evolutionary Game 
 
Considering the possibility of a fixed limit on the quantity of data that businesses can upload to the blockchain platform in 
reality, the experiments in this section assume that the blockchain has a fixed amount of data with the same data value C. 
Additionally, we consider the shared benefits of enterprises to be fixed, that is, k is fixed. In this part, the impact of various 
parameters on ESSs for a specific incentive mechanism is verified by setting different parameters x, α , β  and m. There are 
100 enterprises involved in the game. The parameter settings and evolution process are as follows: 
 
Table 3 
Verification parameters of the evolutionary game  

Test items x0 C k α  β  m 
Test 1 0.5 10 0.1 0.2 0.15 0.15 
Test 2 0.25 10 0.1 0.2 0.15 0.25 
Test 3 0.45 10 0.1 0.2 0.15 0.25 
Test 4 0.8 10 0.1 0.15 0.07 0.25 

 

 

 
 

Fig. 2. Data sharing incentive model evolutionary game curve 
 
When employing evolutionary game theory to examine the incentive mechanism of data sharing, the ESSs can be calculated 
by formulas. Hence, when blockchain platforms establish incentives, they can refer to the ESSs and select a set of incentive 
values that can enable enterprises to ultimately achieve the equilibrium of complete data sharing. 
 
6.2 Experiments on Data Sharing among Enterprises Based on Networked Evolutionary Game 
 
There are two types of experiments in this section, one compares the evolution of the network evolution game with the 
evolution game under the same model parameters, and the other compares the evolution of the network evolution game before 
and after adding VND. 
 
6.2.1  Selection of DPSO parameters 
 
Taguchi experiments are widely used for parameter tuning of PSO algorithms (Dey et al., 2017). The DPSO algorithm contains 
three key parameters: weight coefficients ω   and acceleration factors 1c  , 2c  . In order to investigate the effect of these 
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parameters on the algorithm’s effectiveness, we implemented the Taguchi method of experimental design. Before 
implementing the Taguchi experimental design, the network architecture was structured as detailed below: 
 

 
Fig. 3. The network structure and degree distribution graph 

 

The model parameters are as follows:  
 
Table 4 
Model parameters of the networked evolutionary game  

Model Parameters  C k α  β  m 
Value 0.5 10 0.1 0.2 0.15 0.15 

 
These parameters are set primarily to calculate the payoffs in the game. In the Taguchi experiment, four levels are set for each 
parameter, as shown in Table 5. The orthogonal array L16 (43) is generated according to the number of parameters and levels. 
Thus, there are a total of 16 combinations of parameter values. For each combination, we run DPSO independently 10 times 
and recorded the average optimal gain.  
 
Table 5 
Parameters values for each factor level 

Parameters 
Factor level 

1 2 3 4 
ω  0.4 0.6 0.8 1.0 

1c  0.5 1.0 1.5 2.0 

2c  0.5 1.0 1.5 2.0 
 
In order to assess the performance of the combinations of parameter values, we used the average return as a metric. The 
average return is the mean of the total returns from the game obtained across multiple simulations using a certain set of 
parameter values. The orthogonal array and average returns are displayed in Table 6. The effective ranks of each parameter 
are presented in Table 7. Then, a plot depicting the average values of each factor level in the DPSO algorithm is generated 
and presented in Fig. 4. 
 
Table 6 
Orthogonal array and average return  

Number 
Factor level 

Average Returns ω  1c  2c  
1 1 1 1 212.4479 
2 1 2 2 213.7410 
3 1 3 3 214.9403 
4 1 4 4 215.9045 
5 2 1 2 213.0815 
6 2 2 1 214.9820 
7 2 3 4 216.4756 
8 2 4 3 217.8865 
9 3 1 3 214.9575 
10 3 2 4 218.1973 
11 3 3 1 220.4943 
12 3 4 2 222.2196 
13 4 1 4 233.8446 
14 4 2 3 236.1011 
15 4 3 2 237.0796 
16 4 4 1 237.5760 

0x
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Table 7 
Average returns and rank of each parameter  

Level 
DPSO 

ω  1c  2c  
1 214.2584 218.5829 221.3751 
2 215.6064 220.7554 221.5304 
3 218.9672 222.2475 220.9714 
4 236.1503 223.3967 221.1055 

Delta 21.8919 4.8138 0.5590 
Rank 1 2 3 

 

 
Fig. 4. Factor Level Means 

 
As can be seen from Table 6 and Table 7, the weighting factor ω  and the acceleration factor 1c  are the most significant 
parameters, with 2c  being relatively less significant. Therefore, based on the returns in Table 7, the suggested parameters for 
DPSO in order to obtain higher returns in the game are 1 21, 2, 1c cω = = = . 
 
6.2.2 Comparison of Evolution Processes between Networked Evolutionary Game and Evolutionary Game 
 
First, we generate a network to simulate the connections between enterprises. In this experiment, we set a total of 100 
enterprises, with 5 enterprises initially fully connected, and the network is generated according to the method described in 
Section 4.1. The network connectivity diagram and degree distribution are shown below: 

 
Fig. 5. The network structure and degree distribution graph 

In Eq. (5) and Eq. (6), we take 1ω = , 1 2c =  and 2 1c = . Then, the parameters of the data sharing incentive model are set as 
below:  
 
Table 8  
Verification parameters of the networked evolutionary game 

Test items  C k α  β  m 
Test 1 0.5 10 0.1 0.2 0.15 0.15 
Test 2 0.25 10 0.1 0.2 0.15 0.25 
Test 3 0.45 10 0.1 0.2 0.15 0.25 
Test 4 0.8 10 0.1 0.15 0.08 0.25 
Test 5 0.9 10 0.1 0.15 0.1 0.25 

 
The experimental results are shown in the figure below: 

0x
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Fig. 6. Comparative curve of evolutionary game method and networked evolutionary game method under data sharing 

incentive model 
 
Based on experimental results, we can see that there are significant differences between the evolutionary processes of 
networked evolutionary games and traditional evolutionary games. We describe the equilibriums of both as (networked 
evolutionary game equilibrium, evolutionary game equilibrium), which can result in four possibilities: (0,0), (0,1), (1,0), and 
(1,1). Due to the presence of the network and different evolutionary rules, the equilibriums of the two can be different. The 
conditions for using evolutionary games are relatively idealized, as they require that all companies can participate in the game 
and that the probability of game occurrence between any two companies is equal. However, in reality, the probability of game 
occurrence among companies may not be equal, and whether a game occurs is related to the network structure, that is, the 
connections between companies. Networked evolutionary games are more applicable to the real world. This means that in real 
life, the incentive values calculated using idealized evolutionary game methods may not necessarily be applicable. 
 
We can also observe that the evolution curve of networked evolutionary games exhibits fluctuations in the early stages, which 
are attributed to the randomness in DPSO and the local information propagation in the game. Intelligent algorithms have 
randomness. The random selection in DPSO will affect the strategy changes of participants, resulting in minor changes in 
strategy. Furthermore, in a network setting, players can only engage in games with their directly connected counterparts and 
learn and propagate strategies with limited information, which also has an impact on the evolutionary process.  In the later 
stages of evolution, the curve stabilizes at either 0 or 1. This is because when both local and global strategies become optimal, 
the probability of changes in the improved DPSO approaches zero. Due to the existence of networks, networked evolutionary 
games reach equilibrium faster compared to evolutionary games. 
 
In the initial stages of evolution in networked evolutionary games, there may be significant fluctuations in the evolution 
trajectory. To address this issue, we have made several improvements. 
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6.2.3 Comparison of evolution process before and after adding VND 
 
We compared the evolutionary processes before and after the addition of VND under different network sizes. The parameter 
settings and results are as follows: 
 
Table 9 
Verification parameters 

 C k α  β  m 
0.2 100 0.1 0.2 0.1 0.2 

 
Test items N n 

Test 1 100 5 
Test 2 500 20 
Test 3 1000 40 

 

 

 
Fig. 7. Comparative curve of DPSO and DPSO with VND 

 
We compared the evolution of the networked evolutionary game at different scales. From the experimental results, we can see 
that the DPSO with VND added evolves quicker at the beginning of evolution and less volatile in the later stage of evolution. 
This indicates that the VND is effective, and it finds a better solution than the current solution. However, due to the small size 
of the problem, the space for improvement of the DPSO algorithm is relatively small. So even with the addition of the VNS 
algorithm, the improvement of the algorithm is limited. 
 
6.3    Experiments on DIMQL 

 
6.3.1 DIMQL Based on Scale-free Networks 
 
In this section, we employ the dynamic incentive method of enterprise data sharing based on Q-Learning to address the 
situation where several unreasonable reward settings led to the lack of participation of companies in data sharing. We compare 
the evolutionary process of the game with the inclusion of this method to that without inclusion. When l  is close to 1, a higher 
priority is given to the newly gained information for the Q-table updates. When γ  is close to 0, the Q-value is based on the 
current reward/punishment only. When γ   is close to 1, the Q-value will be based on the current and the previous 
reward/punishment. To accelerate the learning speed and prioritize future rewards, we choose 0.8l =  and 0.8γ =  (Wang, 
2023). In this experiment, we fix 10C =   and 0.1k =  . The parameter settings and comparative results are shown in the 
following figure.  

0x
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Table 10 
Verification parameters of the networked evolutionary game  

Test items x0 0s  0α  0β  m0 step f 

Test 1 0.8 (0.15, 0.08, 0.25) 0.05 0.05 0.15 0.05 5 
Test 2 0.9 (0.15, 0.1, 0.25) 0.05 0.05 0.15 0.05 5 
Test 3 0.2 (0.1, 0.1, 0.15) 0.05 0.05 0.15 0.05 5 
Test 4 0.6 (0.2, 0.1, 0.3) 0.05 0.05 0.15 0.05 10 

 
Fig. 8. Comparison chart after adding Q-Learning 

 
From the experimental results, it is evident that the introduction of the dynamic incentive adjustment method based on Q-
Learning has brought significant changes to the process of strategy evolution and equilibrium of the game.   
 
The essence of this method lies in adjusting the enterprises' payoffs. Before the incorporation of this method, the benefits 
obtained from sharing data by enterprises were insufficient, making it difficult for them to maintain sharing. However, after 
incorporating this method, the payoffs of enterprises are dynamically adjusted. After a period of learning, the method will find 
suitable parameters that encourage enterprises to choose sharing in order to obtain higher payoffs, thereby altering the 
equilibrium of the game. In the early stages of implementing this method, due to the short learning period, appropriate 
parameters to incentivize sharing may not have been discovered yet, resulting in fluctuating patterns in the evolutionary curve. 
Additionally, these fluctuations are also related to the greedy strategy of Q-Learning and the randomness of the DPSO. In our 
algorithm, a greedy value is set, which makes it highly probable for individuals to move towards states with higher payoffs, 
but it does not guarantee that every move will be in that direction. This allows for better exploration of the Q-table to cover 
as many states as possible. 
 

6.3.2 DIMQL Based on Other Networks 
 
In the previous experiments, we modeled the connections between enterprises in a supply chain as scale-free networks. 
However, considering that the real connection between enterprises may not be a scale-free network, we verify the effectiveness 
of the DIMQL algorithm in small-world and random networks. 
 
First, we establish a small-world network, as shown in Fig.6. This small-world network contains a total of 100 nodes, and 
each node is connected to each of its left and right neighbors, and then randomly reconnects each of the original edges in the 
network with a probability of 0.2. 
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Fig. 9. Figure of small-world network 

 

 

 
Fig. 10. Results of DIMQL in small-world network 

 
We simulate the effect of DIMQL in a small-world network in these cases according to the numerical experiments in Table 
10, as shown in Fig. 7. From the results, we can see that the DIMQL method is also effective in small-world networks. Then, 
we generate a random network containing 100 nodes as shown in Figure.7. Each pair of nodes is connected with a probability 
of 0.1. 

 
Fig. 11. Figure of random network 
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Fig. 12. Results of DIMQL in random network 

 
We simulate the effect of DIMQL in a random network in these cases according to the numerical experiments in Table 10, as 
shown in Figure 8. From the results, we can see that the DIMQL method is also effective in random networks. By the 
performance of DIMQL in scale-free networks, small-world networks and random networks, we can see that the DIMQL 
algorithm is generalizable to a large number of networks. 
 
7. Conclusion 
 
In this paper, we investigate the incentive mechanism in blockchain data sharing. Following is a summary of the paper’s 
primary research. Firstly, we propose an incentive model for enterprises to share data and investigate the process of strategy 
evolution in enterprise sharing participation using evolutionary games. Secondly, this study considers the specific connections 
between enterprises and designs a networked evolutionary game based on DPSO and VND to study the strategy evolution 
process of enterprises. Thirdly, to address the difficulty of determining reasonable incentive values in networked evolution 
games, DIMQL is designed. Finally, we simulate the evolution process of evolutionary game and networked evolutionary 
game and verify the effectiveness of the DIMQL. 
 
There are still many issues that need to be investigated in our study. Firstly, incentive methods for enterprises to share data 
need to be further investigated. Secondly, the network relationship among enterprises can be optimized. Finally, the application 
of Q-Learning in incentives deserves further research. 
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