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 An inventory control system having multiple items in stock is developed in this paper to optimize 
total cost of inventory and space requirement. Inventory modeling for both the raw material 
storage and work in process (WIP) is designed considering independent demand rate of items 
and no volume discount. To make the model environmentally aware, the equivalent carbon 
emission cost is also incorporated as a cost function in the formulation. The purpose of this study 
is to minimize the cost of inventories and minimize the storage space needed. The inventory 
models are shown here as a multi-objective programming problem with a few nonlinear 
constraints which has been solved by proposing a meta-heuristic algorithm called multi-objective 
particle swarm optimization (MOPSO). A further meta-heuristic algorithm called multi-
objective bat algorithm (MOBA) is used to determine the efficacy of the result obtained from 
MOPSO. Taguchi method is followed to tune necessary response variables and compare both 
algorithm's output. At the end, several test problems are generated to evaluate the performances 
of both algorithms in terms of six performance metrics and analyze them statistically and 
graphically. 
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1. Introduction 

 
Advanced supply chain of any manufacturing organization has to deal with many conflicting objectives to earn profit and 
customer satisfaction at the same time. It is an ongoing process of integrating all the processes involved from manufacturing 
a product towards final consumption and after sales services. At the present age of mass commercialization, more emphasis 
has been given on effective supply chain management as a cost minimizing factor. In order to ensure that, strategic decisions 
throughout different stages of production like inventory, production, warehouse, distribution etc. is a must.  

Inventory management is proved to be a major driving factor to establish a cost effective and responsive supply chain (Chopra 
& Meindl, 2001). A level of inventory that is more than necessary or less than required can affect a business enterprise equally. 
Raw materials are stocked in order to ensure maximum responsiveness towards the work in process. If a supplier encounters 
a vital inventory item stock-out, it could result in production stoppages. Again, items that are in the middle of production have 
equal responsibility towards the finished goods inventory. In a word, this classic scenario of managing stock holding is 
appropriately termed as inventory management. Traditionally inventory control system is structured on the basis of a single 
buyer- single supplier relationship with fixed demand at each period. That doesn’t hold any more as demand is uncertain and 
only can be explained by a probability function (Kodama, 1995). Nowadays organizations tend to purchase different items 
from multiple suppliers. In that sense lead time, reliability, quality, transportation, shortage, ordering cost etc. have to be 
considered carefully. In an actual manufacturing plant, inventory control systems have many limitations within warehouse 
space, budget, supply, high demand, inflation etc. besides managing multiple goods (Pasandideh et al., 2013). Finding the 
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optimum level of inventory considering some of these issues in any practical supply chain scenario has now gotten the 
attention of researchers.  

From the operations research point of view, multi-item inventory control problems are now depicted as multi-objective 
optimization problem. The inventory level at any stages of production and its holding cost creates a dynamic situation which 
can be modeled as mathematical equations (Sutrisno & Wicaksono, 2015). To formulate an inventory system model, many 
different parameters like reordering point, economic ordering quantity (EOQ), economic production quantity (EPQ), 
backorder, shortage level etc. have to be considered simultaneously. These mathematical models are solved using various 
predictive and metaheuristic algorithms so that an optimum level of inventory can be achieved. Nature based optimization 
algorithms are applied in such cases and their effectiveness for various supply chain networks are measured. To take decision 
like the amount of material purchasing at a single period cause a difficult situation for management of any organizations. To 
predict these beforehand machine learning algorithms based on company’s historical data can bring some interesting results.  

With increasing awareness about environmental sustainability and governmental rules and regulations regarding 
environmental pollution, many companies are now interested in making the purchasing and production process green 
(Mirzapour Al-e-Hashem & Rekik, 2014). If suppliers are located far from manufacturing facility, fuel consumption and 
greenhouse gas (GHG) emission are two main factors to be considered. In recent literatures, incorporating environmental 
performance parameters in inventory modeling has been suggested strongly.  

Many previous works have addressed the problem of multi-item inventory control modeling. The next section provides a brief 
summary of these researches. In section 3 and 4 the problem for raw material and WIP inventory are formulated. Proposed 
solution methodology is presented in section 5. Section 6 demonstrates the application of algorithms which is followed by 
result discussion in section 7 and a brief conclusion in section 8.  

2. Literature Review 
 
The simplest idea of inventory can be extended to goods of different forms present at different stages of operation which can 
be transformed to finished goods at a cost when demand arises (Arrow et al., 1951). The greatest challenge for any firm in 
supply chain is to maintain the optimal level of inventory. Classical inventory control theory assumes that most of the 
organization purchase or produce a single product. But this assumption is not suitable for real life problem solving as most of 
the producers today try to sell more than one product to capture more profit and customer attraction (Mousavi et al., 2014). 
Determining the ordering times and order amounts of goods in inventory are the two strategic decisions to either mitigate total 
costs or increase total profits (Tavana, 2016). In this work control model for raw material inventory and work in process 
inventory is developed. 

The availability of raw material in right quality and amount to some extent determines the availability, quality and quantity 
of desirable output. For any manufacturing outfit determination of economic order quantity (EOQ) and optimum stock levels 
is important in raw material management (S Akindipe, 2014). Hayek and Salameh (2001) calculated the optimum quantity of 
output that minimizes the overall inventory expense per unit time despite imperfect quality, where shortages are allowed and 
reordered. Chiu & Chiu (2006) analyzed optimal restocking model for defective quality using EOQ calculated in a traditional, 
differential method approach. Before that Grubbström & Erdem (1999) developed a method to solve EOQ without using 
derivatives. Many researchers adopted this algebraic method to solve real life inventory model problem. Taleizadeh et al. 
(2008) expanded the EOQ model to include retention costs, fixed order costs, insurance costs, transport costs, and capital 
costs in a mutual replenishment strategy. Huang & Wu (2016) developed some cost functions based on some structural 
properties which can be solved using efficient algorithm for minimizing average inventory cost in order to solve a periodic 
inventory model problem considering backordering in B2B environment. Rossi et al.(2017)  developed an EOQ model for a 
multi-item framework, using mixed integer linear programming to conduct a case study. 

According to Conway et al. (1988), WIP has been defined as a material between manufacturing processes excluding raw 
material and finished goods inventory. Blinder & Maccini (1991) said that investment in work in process inventory is more 
than finished goods inventory.  Taft (1918) first implemented the economic production quantity (EPQ) model to precisely 
determine the level of inventory to minimize the total cost of inventory output and meet demand. In this regard  Goyal 
(1976)  proposed an integrated model for a single supplier- single customer issue in this regard. His research is also applicable 
where a single supplier provides a single customer with a number of products. Most of the early work on WIP based on 
predetermined production rate. But the real-world production system always goes through changing rate of production. 
Darwish, (2008) presented the EPQ model with the relation between setup cost and run length of production. In this work two 
models are developed, the first of which is for the case when shortages are not permitted and the second one allows shortages.  
Chiu et al. (2015) used a differential approach to calculate the typical production cycle time for a multi-item Economic 
Production Quantity (EPQ) model which minimizes the production rate, storage, and delivery charges. Kim & Park (2016) 
developed theories and heuristics in order to conduct numerical studies to find the optimal solution for a make-to-order 
production system and also developed an optimal policy for inventory control management which is a continuous review 
system with lost sale cost. 
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To be effective in inventory controlling various inventory related criteria and their interrelation should be considered. Multi-
item multi-objective inventory control problem have been investigated by different researchers over the years. According to 
Lenard & Roy (1995) multi-item model is often needed, particularly when there is a very large number of items. Rather than 
accomplishing a solitary objective, a few analysts endeavored to discover Pareto results for their multi-item inventory planning 
issues which as a rule comprise a number of clashing purposes. Roy & Maiti (1998) reformulated the issue of deteriorating 
items with storage-dependent demand in the form of a multi-objective inventory model within tight, inexact storage area and 
budget allocation. Taleizadeh (2009) developed a combination of Pareto, TOPSIS and genetic algorithm to optimize inventory 
problem with multiple constraints considering both continuous review and periodic review with fuzzy replenishments and 
fuzzy demand. Hybridization of different algorithms can also be used in solving multi-criteria inventory problem with 
stochastic replenishment and fuzzy demand.  Storage capacity and lot size were not often included in past researches of 
inventory problem, although they are important issues that should not be overlooked. Kanyalkar & Adil (2005) and Mandal 
et al. (2006)  designed inventory models taking into account limited storage capacity. If the size of a piece of item is fairly 
large and the storage capacity in a plant is restricted, the plant may store a limited number of items. Pasandideh et al. (2013) 
implemented MOPSO and NSGA both to investigate a dual-objective economic production quantity problem for faulty items. 
It was detailed in a nonlinear modeling setting where the point was to discover the request amounts of the item which would 
limit both the general inventory expense and the necessary storage space. Mousavi et al. (2014) developed a multi-item multi-
period plan for inventory with variable demands which were known a priori under the limited budget scenario. The main aim 
was to minimize the overall inventory cost and warehouse space and formulated in combination of different weights as 
objective function. With this same objective another inventory optimization model was proposed by Taleizadeh et al. (2009) 
under inflation and discount. It was seen that for different performance metrics each algorithm shows a statistically different 
result.  

Over the years, many metaheuristic algorithms have been developed by researchers to solve various multi-objective 
optimization problems. Among them particle swarm optimization (PSO) is a nature inspired algorithm which is introduced 
by Kennedy & Eberhart (1995) analyzing social behavior of flock of birds. Taleizadeh et al. (2010) solved a single customer-
single supplier problem using a PSO method where demand is probabilistic, and the lead time is relied upon to contrast 
straightly as for lot size. Park & Kyung (2014) utilized PSO to propose a strategy to optimize net inventory expense and order 
fill rate by changing the original inventory condition. Again, as the complexity of controlling inventory is increasing day by 
day, need for multi-objective optimization arises. A successful conversion of PSO to MOPSO was proposed by Coello Coello 
& Lechuga (2002). They extend the general PSO approach to work on constrained multi-objective optimization problems. 
Pasandideh et al. (2013) built an EPQ multi-product model with defective products that are reworkable in which the entire 
number of orders per year was constrained. Multi-objective nonlinear programming context was used to formulate the 
problem, where the intention was to quantify the order amount so as to minimize overall inventory cost and the necessary 
storage space. Mousavi et al. (2014) used MOPSO to address a multi-period multi-item inventory planning problem under 
two distinct discount schemes with multiple conflicting objectives. The result of this work showed that with respect to fitness 
function values, MOPSO performs better than MOGA. To perfectly model inventory related optimization inventory cost, 
space and shortage are also important considerations. Tavana (2016) evaluated a bi-objective inventory optimization problem 
under inflation and discount. The goal of this work is to find Pareto optimal solution in different periods, whilst minimizing 
total inventory cost and total storage space. Huseyinov & Bayrakdar (2019) compared the effectiveness of NSGA -III and 
strength pareto evolutionary algorithm (SPEA II) for solving multi-objective inventory problem where the goal was to 
maximize profit and warehouse space utilization. In the same way, Niu et al. (2019) did an extensive in-depth analysis of 
comparing recently developed multi-objective optimization algorithms like competitive multi-objective particle swarm 
optimization (CMOPSO), bi-goal evolution (BiGE), cooperative multi-objective bacterial forging optimization (CMBFO) etc. 
for multi-objective SC problems.  

This research has been inspired by Mousavi et al. (2014) and an extension of the work done in Sarwar et al. (2019). In this 
work, a multi-item multi-constraints inventory control model is proposed considering shortage and constant demand for 
different items. The objectives of this model are to find out the optimum purchase and production quantity to minimize the 
total cost of inventory and space requirement which is done by utilizing MOPSO algorithm. In order to evaluate the efficiency 
of the result obtained from MOPSO, another metaheuristic algorithm named multi-objective bat algorithm (MOBA) is used. 
It was developed by Xin-She Yang in 2011 (Yang, 2011). BA has many advantages like quick convergence, parameter 
controlling but quick transformation from exploration to exploitation lead this algorithm to stick after certain iterations. Not 
many works had been done using BA to control inventory related optimization problem. For numerical optimization, Wang 
et al. (2012) combined bat algorithm and harmony search to create some kind of hybrid algorithm. Sadeghi et al. (2014) 
proposed a hybrid bat algorithm (HBA) to solve a single manufacturer-single vendor multi-retailer (SM-SV-MR) supply chain 
related vendor-managed inventory (VMI) problem. 

Determining the optimum combination of affecting parameters on solution performance is the main obstacle in the scenario 
of optimization problem. Taguchi (1990) first developed a family of fractional factorial experimentation (FFE) matrices to 
use in various situation. Moosavi et al. (2014) used an outer orthogonal array and generated a repetition data transformation 
to another value as a signal-to-noise ratio (S/N) to produce robust optimum results. They plotted S/N proportion for each 
degree of components of MOPSO and MOGA algorithm to solve a multi-item multi periodic inventory control problem. In 
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recent literatures incorporating environmental sustainability into inventory control has been recommended and several models 
have been suggested (Zanoni et al. , 2014; Tiwari et al., 2018; Rau et al., 2018). A likely consequence among these models is 
that the efficiency of an inventory management strategy is vulnerable when accounting for greenhouse gas (GHG) emissions 
(e.g. CO2). The present work prioritizes environmental pollution as an integral part of inventory management and carbon 
emission cost is considered equivalently in total cost function. With increasing importance of artificial intelligence (AI), 
machine learning algorithms are becoming popular day by day in supply chain related forecasting issues. In this paper, 
shortage forecasting and scrap production rates are quantified using a machine learning algorithm called support vector 
regression (SVR). Traditional method of forecasting based on regression has a limitation of large data set. But forecasting 
future demand is a complex problem of having nonlinear relationship between factors affecting the prediction (Wu, 2010). 
The SVR method based on support vector machine (SVM) theory can overcome this problem. It uses kernel functions and 
support vector to predict future outcome of a time series with limited observations. Researches on application of SVR in 
demand forecasting clearly represents that it is way more effective in complex supply chain problems. Guanghui Wang (2012) 
evaluated that SVR shows comparatively lower value of relative mean square error and accurate forecasting capability in time 
series demand prediction. The works of Guo et al. (2014) showed that inventory strategy based on SVR prediction has more 
probability to optimize the inventory management and minimize total cost.  
 
Table 1  
Literature summary of the related works 

References Multi 
item 

Multi 
objective 

Demand 
type  

Determini
ng EOQ & 

EPQ 

Green 
Supply 
Chain 

Forecasting 
method 

Objectives Solving 
Methodology 

 DOE 

Pasandideh 
2013)(et al.  

√ √ Deterministic ̶ ̶ ̶ Minimizing 
total 

inventory cost 
and storage 

space 

NSGA-II and 
MOPSO 

̶ 

Sutrisno & 
Wicaksono 

(2015) 

√ – Constant ̶ ̶ ̶ Minimizing 
total cost 

Model 
Predictive 
Control   

̶ 

Mirzapour 
Al-e-

Hashem & 
Rekik 
(2014) 

√ ̶ Deterministic 
& time 
varying 

̶ √ ̶ Minimizing 
total cost 

CPLEX ̶ 

Mousavi et 
al. (2014) 

√ √ 
 
 

Deterministic 
& variable 

̶ ̶ ̶ Minimizing 
total 

inventory cost 
and storage 

space 

PSO & GA Taguchi 
9L 

Tavana 
(2016) 

√ √ Constant ̶ ̶ ̶ Minimizing 
total 

inventory cost 
and storage 

space 

NSGA-II, 
NRGA and 

MOPSO 

Taguchi 

Hayek & 
Salameh 
(2001) 

̶ ̶ Constant ̶ ̶ ̶ Total 
inventory cost 
minimization 

̶ ̶ 

 Taleizadeh 
et al.  

( 2008) 

√ – Constant EOQ – – Minimizing 
total cost of 

joint 
replenishment 

problem 

Harmony 
Search 

– 

Huang & 
Wu (2016) 

√ – Stationary, 
deterministic, 
and periodic 

EOQ – – Minimizing 
operational 

cost 

Numerical 
Method 

– 

Rossi et al.  
(2017) 

√ – Constant EOQ – – Minimizing 
inventory 

level 

Discrete 
event 

simulation 

     –- 

Darwish 
(2008) 

− − Constant and 
Deterministic 

EPQ − − Total cost 
minimization 

Numerical 
Example 

− 

Chiu et al. 
(2015) 

√ − Constant EPQ − − Total 
production-
inventory-

delivery cost 

Algebraic 
Method 

− 

Roy & Maiti 
(1998) 

 

√ √ Stock 
dependent & 
probabilistic  

̶ ̶ ̶ Profit 
maximization 

& wastage 
minimization 

FNLP and 
FAGP 

̶ 

 Taleizadeh 
et al. (2013) 

√ √ Constant ̶ ̶ ̶ Maximizing 
Profit 

Pareto, 
TOPSIS and 

GA 

̶ 
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Table 1  
Literature summary of the related works (Continued)  

References Multi 
item 

Multi 
objective 

Demand 
type  

Determini
ng EOQ & 

EPQ 

Green 
Supply 
Chain 

Forecasting 
method 

Objectives Solving 
Methodology 

 DOE 

Kanyalkar & 
2005)( Adil 

√ − Constant − − − Minimizing 
sum of 

transportation 
and inventory 
carrying costs 

Gnu Linear 
Programming 
Kit (GNLP) 

− 

Mandal et al. 
(2006) 

√ − Constant EOQ − − Minimizing 
Total average 

cost 

Modified 
Geometric 

Programming 
(MGP) & 
Non-linear 

Programming 
(NLP) 

− 

Ata Allah 
Taleizadeh 
et al. (2010) 

√ − Stochastic − − − Total 
inventory cost 
minimization 

PSO − 

Guanghui 
Wang 
(2012) 

− − Deterministic − √ − Minimizing 
total SC cost 

Numerical 
method 

− 

Park & 
Kyung  
(2014) 

√ − Stochastic − − − Minimizing 
the total 

inventory cost 
and the order 

fill rate 

PSO − 

Sarwar et al. 
2019)( 

√ √ Constant EOQ √ ̶ Total 
inventory cost 
minimization 

and layout 
management 

MOPSO Taguchi 
9L 

Sadeghi et 
al. (2014) 

− √ Deterministic − − − Minimize 
total VMI 

cost & 
maximize the 

system 
reliability 

Hybrid bat 
algorithm 

(HBA) 

Taguchi 

Huseyinov 
& Bayrakdar 

(2019) 

− √ Stochastic − − − Maximizing 

the profit 

and the 

warehouse 

occupancy 

level 

 NSGA-II 
and Strength 

Pareto 
Evolutionary 

Algorithm 
(SPEA2) 

− 

Tiwari et al. 
(2018) 

− − Constant − √ − Minimizing 
total 

inventory 

and carbon 

emission 

costs 

Partial 
derivative 
approach 

− 

Rau et al. 
(2018) 

− √ Constant − √ − Total cost and 
emission 

Discrete PSO − 

Niu et al. 
(2019) 

√ √ Deterministic − − − Minimum 
total cost and 

maximum 
customer 

satisfactory 
level 

Cooperative 
Multi-

objective 
Bacterial 
Foraging 

Optimization 

− 

This 
Research 

√ √ Constant and 
deterministic 

√ √ √ Minimizing 
total 

inventory cost 
and 

maximum 
utilization of 
warehouse 

space  

MOPSO and 
MOBA 

Taguchi 
9L 

 
Table 1 shows a summarized version of some of the literature that are reviewed for preparing this paper. As far as the authors 
are concerned, only a few studies addressed the inventory modeling issue in a multi-objective scenario using MOPSO and 
MOBA both. The present study not only tries to solve the proposed model but also represent a comparative evaluation report 
to find out the best among the two solution algorithms.  



  

 

96 

In a nutshell, the highlights of this study can be stated as follows: 
Modelling of a multi-item multi-objective inventory control model in order to minimize total inventory cost and space 
management. Considering raw material and work in process (WIP) inventory while designing the model. Considering 
equivalent carbon emission cost by giving priority on the environmental impact while managing inventory. Determining EOQ 
and EPQ by differentiating the total inventory cost function. Optimizing the objective function by using nature inspired 
metaheuristic algorithm named multi-objective particle swarm optimization (MOPSO). Forecasting shortage and scrap 
production percentage by using support vector regression (SVR) analysis. 
 
3. Raw Material Inventory Problem 
 
For a periodic inventory control model having constant and deterministic demand of items, raw materials are supplied from a 
single supplier using third party logistics (3PL) service to the buyer. Holding, obtaining, carbon emanation, and transportation 
costs are the expenses related with the stock control process.  Multiple items are considered with both the warehouse space 
and capacity constraints. In addition, lead-time is assumed to be zero, and the variables for decision are integer digits. The 
assumptions of this study are inspired from previous researches by Mousavi et al. (2014) and Roozbeh Nia et al. (2015). The 
purpose is to determine the level of inventory items and the necessary warehouse space, thereby minimizing the total cost of 
inventory. 
 
3.1 Assumptions 

 
 Independent demand rate of items 
 Demand rate is constant in each period. 
 Same cartons/pallets are used for different items. Therefore, a multiple of a fixed-size batch has to be order quantities. 
 All truck has same capacity. 
 No volume discounts. 
 Holding, Ordering and Shortage costs are considered. 

 
3.2 Notation 
 
The parameters below are the decision variables used for items i = 1, 2, ……………, n. 
 
n: number of items to be purchased 𝑄௜: order quantity of the ith item (decision variable) 𝐷௜: annual demand of the ith item 𝑆௜: ordering cost per ordering an item  𝐻௜: unit inventory holding cost for item i 𝐼௜: shortage level of the ith item 𝐸: Green House Gas (GHG) emission level 𝐶௧: fixed emission tax cost 𝑃௜ : Number of pallets for an order of item i 𝐶௣: truck capacity 𝐴௜: required storage space per unit of the ith item 
F: total available space in warehouse 𝑇௜: shipping cost per unit of demand 𝑈௘: upper bound on total GHG emission  𝐿௜: annual per-unit cost of shortages of the ith item 𝐵௜: purchasing cost per unit of item 
M: total budget 𝑊: weightage related to total cost 

3.3 Model Formulation 
 

In order to calculate the total inventory cost, different costs are calculated in following manner: 

Ordering Cost 
The ordering costs are essentially incurred every time when an order is placed.  Total Ordering Cost, OC =  ෍𝐷௜𝑄௜௡

௜ୀଵ 𝑆௜ (1) 

Holding Cost 

The holding costs are incurred for stored inventories as raw material. 
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Total Holding Cost, HC =  ෍ 𝐻௜2𝑄௜௡
௜ୀଵ (𝑄௜ − 𝐼௜)ଶ (2) 

Shortage Cost 
The shortage costs are occurred when company is out of stock for raw materials or finished goods. Total Shoratge Cost, SC = ෍ 𝐿௜2𝑄௜௡

௜ୀଵ 𝐼௜ଶ (3) 

Carbon Emission Cost 
Equivalent carbon emission cost from the vehicle used to transport the raw material.  Total Carbon Emission Cost, TE = ෍𝐸𝐷௜𝐶௧௡

௜ୀଵ  (4) 

Transportation Cost 
The transportation cost is obtained from per unit shipping cost and total demand. Total Transportation Cost, TC = ෍𝐷௜𝑇௜௡

௜ୀଵ  (5) 

Objective Function 
The total inventory cost is summed up using above costs which is the 1st objective of this problem. 𝒁𝟏 = ෍𝐷௜𝑄௜௡

௜ୀଵ 𝑆௜ +  𝐻௜2𝑄௜ (𝑄௜ − 𝐼௜)ଶ +  𝐿௜2𝑄௜ 𝐼௜ଶ+ 𝐸𝐷௜𝐶௧ +  𝐷௜𝑇௜ (6) 

2nd objective of this problem is to minimize the requirement of warehouse space. That is: 𝑍ଶ = ෍(𝑄௜ − 𝐼௜)௡
௜ୀଵ 𝐴௜ (7) 

 
The Constraints 
There are four non-equality constraints and some non-negativity constraints.  

Carbon emission has an upper limit above which tax cost becomes higher: ෍𝐸 ≤ 𝑈௘௡
௜ୀଵ  (8) 

Since the total available budget is M and purchasing cost per unit is 𝐶௕, budget constraint is given below: ෍𝐵௜𝑄௜ ≤ 𝑀௡
௜ୀଵ  (9) 

Order capacity have some limitations: 𝐷௜𝑄௜ ≤  𝐶௣ (10) 

Warehouse have some space constraints: ෍𝐴௜𝑄௜ ≤ 𝐹௡
௜ୀଵ  (11) 

Non-negativity constraints are: 𝑄௜, 𝑃௜, 𝐼௜, > 0 (12) 
Where, 1, 2, ……………, n; where n is the number of items. 

Final mathematical model of the total inventory control is to 

Minimize, 𝑇𝑂𝐹 = 𝑊𝑍ଵ + (1 −𝑊)𝑍ଶ (13) 

where, 

𝑍ଵ = ෍𝐷௜𝑄௜௡
௜ୀଵ 𝑆௜ +  𝐻௜2𝑄௜ (𝑄௜ − 𝐼௜)ଶ +  𝐿௜2𝑄௜ 𝐼௜ଶ+ 𝐸𝐷௜𝐶௧ +  𝐷௜𝑇௜ 

 

𝑍ଶ = ෍(𝑄௜ − 𝐼௜)௡
௜ୀଵ 𝐴௜ 
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Subject to, 

෍𝐸 ≤ 𝑈௘௡
௜ୀଵ  

෍𝐵௜𝑄௜ ≤ 𝑀௡
௜ୀଵ  

𝑄௜, 𝑃௜, 𝐼௜, > 0 

where, i = 1, 2, ……………, n; where n is the number of items. 

 
4. WIP Inventory Problem 

One of the most important tasks in inventory control is to decide the optimal level of production quantity of several items. In 
this model the work in process (WIP) begins with raw materials which are converted into finished goods consisting imperfect, 
re-workable, and scrap items. Setup time and cost required for setup is considered along with machining time and inspection 
cost in order to develop the model. The assumptions and some models are inspired from previous research by Pasandideh et 
al. (2013). However, the goal is to identify the optimum level of produced items and required storage space, such that the total 
WIP inventory control system is minimized. 

4.1 Assumptions 
 

 Constant and deterministic demand 
 Limited number of orders 
 No shortage is allowed 
 Each item has an inspection cost  
 Production capacity is greater than demand 
 Parameters are independent to production quantity 
 Holding, setup, procurement and inspection costs are considered. 

4.2 Notation 

The parameters below are the decision variables used for items i = 1, 2, ……………, n. 
n: number of items to be produced 𝑞௜: ordering quantity of the ith item (decision variable) 𝑑௜: annual demand of the ith item 𝑀௜: raw material cost per unit of the ith item  ℎ௜: unit inventory holding cost for produced item i 𝑖௜: inspection cost of produced item per unit of the ith item 𝑚௜: machining time per unit of the ith item  𝑐௜: constant setup cost 𝑝௜ : scrap production percentage of item i 𝑠௜: setup time per unit of item i 𝑟௜: production rate per unit of the ith item 
L: total number of orders 𝑡௜: procurement cost per unit of the ith item 𝑓௜: space occupied by each unit of items produced 𝑎: total available space for keeping WIP inventory  
b: total available budget 𝑤: weight related to total cost (0 ≤ 𝑤 ≤ 1) 
 

4.3 Model Formulation 
 

In order to calculate the total inventory cost, different costs are calculated in following manner: 

Holding Cost 
The holding costs are incurred for stored inventories which are still being processed. Total Holding Cost, HC =  ෍ ℎ௜𝑑௜2(1 − 𝑝௜)௡

௜ୀଵ [𝑠௜ + 𝑚௜𝑞௜] [2𝑀௜ + 𝑟௜𝑠௜𝑞௜ +  𝑟௜𝑀௜] (13) 

Setup Cost 
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Cost incurred for each setup of the produced item. Total Setup Cost, SC = ෍ 𝑐௜𝑑௜𝑞௜(1 − 𝑝௜)௡
௜ୀଵ  (14) 

Procurement Cost 
Concerned with purchasing all of the goods and services that are important to the whole organization.  Total Procurement Cost, PC = ෍ 𝑚௜𝑑௜𝑞௜(1 − 𝑝௜)௡

௜ୀଵ  (15) 

Inspection Cost 
Cost incurred to inspect each item after being produced. Total Inspectation Cost, IC = ෍ 𝑖௜𝑑௜𝑞௜(1− 𝑝௜)௡

௜ୀଵ  (16) 

Objective Function 
The total inventory cost is summed up using above costs which is the 1st objective of this problem. 𝒁𝟏 = ෍ ℎ௜𝑑௜2(1 − 𝑝௜)௡

௜ୀଵ [𝑠௜ + 𝑚௜𝑞௜] [2𝑀௜ + 𝑟௜𝑠௜𝑞௜ +  𝑟௜𝑀௜] +  𝑐௜𝑑௜𝑞௜(1 − 𝑝௜) +  𝑚௜𝑑௜𝑞௜(1 − 𝑝௜) +  𝑖௜𝑑௜𝑞௜(1− 𝑝௜) 

 
(17) 

2nd objective of this problem is to minimize the space needed to keep the WIP inventories. That is: 𝒁𝟐 = ෍𝑞௜(1 − 𝑝௜)௡
௜ୀଵ 𝑓௜ 

            
(18) 

The Constraints 
There are three non-equality constraints and some non-negativity constraints.  
Order capacity has some limitations: ෍ 𝑑௜𝑞௜(1 − 𝑝௜) ≤ 𝐿௡
௜ୀଵ  

             
(19) 

Since the total available budget is b and procurement cost per unit is 𝑡௜, budget constraint is given below: ෍𝑡௜𝑞௜ ≤ 𝑏௡
௜ୀଵ  

              
(20) 

Space constraints for the WIP inventories: ෍[1 − 𝑑௜(1 − 𝑝௜)] 𝑓௜𝑞௜ ≤ 𝑎௡
௜ୀଵ  

              
(21) 

Non-negativity constraints are: 𝑞௜, 𝑝௜, 𝑖௜, 𝑐௜, > 0              (22) 

Where, 1, 2, ……………,n; where n is the number of items. 

Final mathematical model of the total inventory control is to 

Minimize, 𝑇𝑂𝐹 = 𝑤𝑍ଵ + (1 −𝑤)𝑍ଶ (23) 

where, 

𝒁𝟏 = ෍ ℎ௜𝑑௜2(1 − 𝑝௜)௡
௜ୀଵ [𝑠௜ +  𝑚௜𝑞௜] [2𝑀௜ + 𝑟௜𝑠௜𝑞௜ +  𝑟௜𝑀௜] + 𝑐௜𝑑௜𝑞௜(1 − 𝑝௜) +  𝑚௜𝑑௜𝑞௜(1 − 𝑝௜) +  𝑖௜𝑑௜𝑞௜(1− 𝑝௜) 

𝒁𝟐 = ෍𝑞௜(1 − 𝑝௜)௡
௜ୀଵ 𝑓௜ 

Subject to, 



  

 

100෍𝐸 ≤ 𝑈௘௡
௜ୀଵ  

෍𝐵௜𝑄௜ ≤ 𝑀௡
௜ୀଵ  

 𝑄௜, 𝑃௜, 𝐼௜, > 0 

where, i = 1, 2, ……………, n; where n is the number of items. 

5. Solution Methodology 
 
The proposed mathematical models for both inventory control scenarios are non-linear and multi-objective in nature. In order 
to reach in an analytical solution for this type of problem is highly unlikely (Gen & Cheng, 1997). Exact mathematical solution 
strategy like Lagrangian relaxation (Mirzazadeh et al., 2011), branch and bound (As’Ad & Demirli, 2011) and optimization 
solvers like CIPLEX and LINGO developed in various literature can only deal with less complicated and linear inventory 
optimization problems (Diabat, 2014). Real-life inventory optimization problem incorporates various conflicting objectives 
and even nonlinear constraints and that’s why meta-heuristic algorithms are gaining popularity day by day because of their 
ability to deal with this kind of situations (Fattahi et al., 2015). In order to incorporate multiple constraints, continuous, integer 
and discrete variables and replicate real-life problem, metaheuristic methods are more efficient than conventional methods 
(Jones, Mirrazavi, & Tamiz, 2002). As a result, two nature inspired meta-heuristic algorithms; multi-objective particle swarm 
optimization (MOPSO) and multi-objective bat algorithm (MOBA) are employed in the following subsections to find out a 
Pareto optimal solution. 
 
5.1 Multi-objective Particle Swarm Optimization (MOPSO)  
 
Particle Swarm Optimization (PSO) technique is motivated by social conduct of creatures, similar to fish and bird. PSO is 
first introduced by James Eberhart and Russell C. Kennedy in the year of 1995 (Kennedy & Eberhart, 1995). While working 
on a model to explain birds and fish's social behavior, they found that their model is capable of solving problems with 
optimization. And that’s how they came up with an algorithm based on their model called Particle Swarm Optimization. In 
this study a modified version of PSO algorithm name multi-objective particle swarm optimization (MOPSO) is used because 
of its diverse application field and the fast convergence rate and less computational effort. 
Particle swarm optimization contains a population of candidates called “swarm”. Swarm have a candidate of solution called 
“particle”. Every particle in the swarm is a candidate solution for the optimization problem. PSO follows a search mechanism 
of these particles in the swarm. The particles try to find the best solution of the optimization problem by communicating with 
each other. They keep finding the best one till every particle in the swarm have found that best solution of the optimization 
problem. So, there are two principles of PSO algorithm for the cooperation of the particles. They are- 

 Communication: informing the best solution of a particular particle to the other particles in the swarm. 
 Learning: when particles move towards one another they actually learn about the location better solution. It is the 

concept of ‘better’ which is the main problem that has to be solved. 
 

5.1.1 Swarm Intelligence 
In swarm intelligence an intelligent behavior is created by means of some agents, like- birds, ants, and fish. The level of 
intelligence is unreachable for any member of the swarm. But with the cooperation among the members of the swarm, this 
level of intelligence can be reached. This is the concept of paradigm of swarm intelligence. Thus, PSO is a swarm intelligence 
method and it uses some unintelligent agents called particles to reach an upper level of intelligence which is completely 
unreachable for the particles alone.  

5.1.2 Mathematical model of motion 
The particles have a position in the search space of the optimization problem. For particle i, position vector is 𝑥௜, which is a 
member of search space 𝑋 where, 𝑥௜(𝑡) ∈ 𝑋. Here t is the time index to distinguish between discrete time steps and it shows 
the iteration number of the algorithm. Every particle in the swarm have velocity denoted by 𝑣௜(𝑡). It is also a vector and 
belongs to the same space.  

In the space particles interact with and learn from each other by obeying a simple rule to find the best solution the optimization 
problem. Every particle finds their personal best denoted by 𝑝௜(𝑡) called the local best solution. There is a common best 
experience among the members of the swarm denoted by g(t) called the global best solution.  
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Initial position of the particle i is 𝑥௜(𝑡) and velocity is 𝑣௜(𝑡). Particles move toward the personal best and then to the global 
best and gain an updated position denoted by 𝑥௜(𝑡 + 1) and the addition of these beginning and end vector has a velocity of 𝑣௜(𝑡 + 1). So, the equation for updating the position is-  𝑥௜(𝑡 + 1) = 𝑥௜(𝑡) + 𝑣௜(𝑡 + 1)               (24) 
 

where,  
 𝑣௜(𝑡 + 1) = 𝑤𝑣௜(𝑡) + 𝐶ଵ൫𝑝௜(𝑡) − 𝑥௜(𝑡)൯ + 𝐶ଶ൫𝑔(𝑡) − 𝑥௜(𝑡)൯ (25) 
 
A simplified approach is used to standardize the PSO equation and that is 
 𝑣௜(𝑡 + 1) = 𝑤𝑣௜(𝑡) + 𝐶ଵ𝑟ଵ ቀ𝑥௣௕௘௦௧௜ − 𝑥௜(𝑡)ቁ + 𝐶ଶ𝑟ଶ ቀ𝑥௚௕௘௦௧ − 𝑥௜(𝑡)ቁ (26) 
 
where,  
 
          𝑤 = inertia coefficient 
          𝐶ଵ,𝐶ଶ = accleration coefficients 
          𝑟ଵ, 𝑟ଶ ∈ (0,1) 
In order to solve multi objective optimization problem, PSO needs some modifications:  

1. Finding not a "universal best" solution, but a collection of Pareto Front solutions. 
2. A non-dominated solution library is to be maintained, where all non-dominated solutions found at each iteration are 

deposited 
In order to compare the efficiency of this algorithm another metaheuristic algorithm multi-objective bat algorithm (MOBA) 
is applied. Like MOPSO it is also a modified version of previously developed bat algorithm (BA) to deal with multiple 
conflicting objectives. 

5.2 Multi Objective Bat Algorithm (MOBA) 
Bat algorithm (BA) is a biologically oriented algorithm. Like MOPSO, it is also a nature-inspired typically based on swarm 
intelligence. Solving multi objective optimization problems using BA are more entangled than optimizing single objective 
problem. BA needs some modification to accommodate multiple objectives properly for that reason optimality fronts are 
approximated. 

5.2.1 Bat motion 
 
A speed 𝑣௜௧ and a position 𝑥௜௧ are two variables related with each bat at iteration t in a d-dimensional inquiry area (Yang & He, 
2013). In midst of all this bat, there exists a current best location 𝑥∗. So, the equation stands: 
 𝑓௜ = 𝑓௠௜௡ + (𝑓௠௔௫ − 𝑓௠௜௡)𝛽 (27) 𝑣௜௧ =  𝑣௜௧ିଵ +  (𝑥௜௧ିଵ − 𝑥∗)𝑓௜ (28) 𝑥௜௧ =  𝑥௜௧ିଵ +  𝑣௜௧ (29) 

where, 𝛽 ∈ [0, 1] is an arbitrary vector. 

5.2.2 Loudness and pulse emission rate 
 

As the loudness normally diminishes once a bat has discovered its prey, while the pace of heartbeat emanation expands, the 
loudness can be picked as any estimation of convenience, between Amin & Amax, assuming Amin = 0 (Yang & He, 2013). With 
these assumptions, 𝐴௜௧ାଵ = 𝛼𝐴௜௧ (30) 𝑟௜௧ାଵ = 𝑟௜଴[1 − exp(−𝛾𝑡)] (31) 

where, 𝛼 and 𝛾 are constants. 

5.2.3 Pareto optimality 
 
A solution vector 𝑢 = (𝑢ଵ, … … ,𝑢௡)் ∈ ℱ, is said to dominate another vector 𝑣 = (𝑣ଵ, … … , 𝑣௡)் if and only if 𝑢ଵ ≤ 𝑣ଵ. No 
component of u is larger than the corresponding component of v, and at least one component is smaller. 
 𝑢 ⪯ 𝑣 ↔ 𝑢 ≺ 𝑣 ∨  𝑢 = 𝑣 (32) 
 A multi-objective Pareto front, PF can be defined as the set of non-dominated solutions so that 



  

 

102𝑃𝐹 = {𝑠 ∈ 𝒮│Ɇ 𝑠ᇱ ∈ 𝒮 ∶  𝑠ᇱ ≺ 𝑠} (33) 
 
or in term of the Pareto optimal set in the search space, 
 𝑃𝐹∗ = {𝑥 ∈ ℱ│Ɇ 𝑥ᇱ ∈ ℱ ∶  𝑓(𝑥ᇱ) ≺ 𝑓(𝑥)}               (34) 

Where, 𝑓 = (𝑓ଵ, … … ,𝑓௄)் 

5.2.4 MOBA 
For simplicity a weighted sum has been used to combine all objectives 𝑓௞ into a single objective, 𝑓 = ∑ 𝑤௞𝑓௞௄௞ୀଵ   (35) ∑ 𝑤௞ = 1௄௞ୀଵ   (36) 

As the weights are created self-assertively from a uniform distribution, the loads can be changed with adequate variety so the 
Pareto front can be appropriately approximated (Yang, 2012). 

5.3 PseudoCodes 

Pseudocode algorithm of MOPSO and MOBA are given below: 

Pseudocode 1: Pseudo Code of MOPSO Algorithm 
(Mousavi et al., 2014) 

Pseudocode 2: Pseudo Code of MOBA Algorithm (Yang, 
2012) 

 

 

 

 

 

 

 

 

 

 

 

 
 

6. Application of MOPSO and MOBA 

MATLAB platform is used to solve the non-liner programming model for both raw material inventory control and work-in-
process (WIP) inventory control. The obtained Pareto front plotting developed by both MOPSO and MOBA algorithm are 
shown in Figs. 1-4 for two previously developed inventory models. The outcomes of this solution process are Pareto front of 
all local optimum solutions, optimum solution for both objectives and related parameters value, total elapsed time to reach 
solution. 

Table 2  
Parameter values of MOPSO Pareto front 

Iteration No. C1 C2 Pop Rep 1st Objective 2nd Objective 
200 2.5 1.5 300 10 10160 1000 

 
Table 3  
Parameter values of MOBA Pareto front 

Iteration No. n A r 1st Objective 2nd Objective 
200 100 .25 .75 10829 115 

Objective functions  𝑓ଵ(𝑥), … … , 𝑓௄(𝑥), 𝑥 = (𝑥ଵ, … … , 𝑥ௗ)் 
Initialize the bat population 𝑥௜ (𝑖 = 1,2, … … ,𝑛) 𝑎𝑛𝑑 𝑣௜ 
for j = 1 to N (points on Pareto fronts) 
   Generate K weights 𝑤௞ ≥ 0 so that  ∑ 𝑤௞ = 1௄௞ୀଵ  
   Form a single objective 𝑓 = ∑ 𝑤௞௄௞ୀଵ 𝑓௞ 
   while ( 𝑡 < Max number of iterations) 

 Generate new solutions and update by 𝑓௜ = 𝑓௠௜௡ +(𝑓௠௔௫ − 𝑓௠௜௡)𝛽 to 𝑥௜௧ =  𝑥௜௧ିଵ + 𝑣௜௧  
       if (𝑟𝑎𝑛𝑑 > 𝑟௜) 
          Random walk around a selected best solution 
       end if 
       Generate a new solution by flying randomly 
       if  (𝑟𝑎𝑛𝑑 < 𝐴௜ & 𝑓(𝑥௜) < 𝑓(𝑥∗)) 
          Accept the new solutions, 
          and increase 𝑟௜ & reduce 𝐴௜ 
       end if 
       Rank the bats and find the current best 𝑥∗ 
   end while  
   Record 𝑥∗ as a non-dominated solution 
end 

for i = 1 to Pop 
     initialize position (i) 
     initialize velocity (i) 
     if position (i) and velocity (i) be a feasible candidate 
solution 
          penalty = 0 
     else penalty = a positive number  
     end if 
end for 
w = [0.4, 0.9] 
do while Iter <= Gen 
     for j = 1 to Pop 
         Calculate new velocity of the particle 
         Calculate new position of the particle 
         pbest (iter) = min (pbest(i)) 
     end for 
     gbest (iter) = min (gbest) 
     w = wmax – ((wmax - wmin)/iter_max) × iter 
     modifying the velocity and position of the particle 
end while 
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Fig. 1. MOPSO Pareto front plot Fig. 2. MOBA Pareto front plot 

 
Table 4 
Parameter values of MOPSO Pareto front 

Iteration No. 1C 2C Pop Rep Objective st1 Objective nd2 
200 2 1.5 200 40 80193 800 

 

Table 5 
Parameter values of MOBA Pareto front 

 

Both the algorithms are implemented simultaneously for the two inventory models developed in section 3 and 4. The near 
optimal solutions for raw material inventory along with the parameters value after iterating 200 times are shown in Table 2 
and 3. Similarly, obtained optimal value of two objectives and their parameters for WIP inventory are presented in Table 4 
and 5. It is clear from the result generated by the proposed two algorithms are different from each other. In the next section a 
parameter tuning method Taguchi L9 is implemented to find out the optimal level of the parameters. 

  
Fig. 3. MOPSO Pareto front Fig. 4. MOBA Pareto front 

 

Applying a differential approach on Eq.(6) and Eq. (17), equation of economic quantity to order and produce can be formulated 
as follows: 
 𝐸𝑂𝑄 = ඨ2𝐷𝑆𝐻 + 𝐿𝐼ଶ𝐻 + 𝐼ଶ (37) 

Iteration No. n A r  st1 
Objective 

 nd2 
Objective 

200 60 .5 .25 71598 310 
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𝐸𝑃𝑄 = ඨ2(𝑐 + 𝑚 + 𝑖) + ℎ𝑟𝑠ଶℎ𝑀𝑚(𝑟 + 2)   (38) 

 

See Appendix A and B for detail formulation process. 

7. Analysis and Discussion 

7.1 Tuning parameters of algorithm using Taguchi Design 

Minitab18 is used to apply Taguchi approach to finely tune the level of algorithms’ parameters. Four factors are chosen for 
two of the algorithms and for each factor three level of value is selected to implement Taguchi L9 design are shown in Table 
6 and 7. As a result, nine different combinations of parameter value along with their objective values for both MOPSO and 
MOBA are obtained which are presented in Table 8 and 9. Fig. 5 and 6 demonstrates the mean S/N ration plot for each level 
of parameters of MOPSO and MOBA and finally from the plot the optimal level of parameters’ value is chosen. Table 10 and 
11 represents these findings and the optimal value for each algorithm using those optimal levels of parameters.  

Table 6 
Parameter values and levels of MOPSO and MOBA (raw material inventory model) 

Algorithms Factors Levels [1 2 3] Factors Levels [1 2 3] 
 

MOPSO 
C1 
C2 

[1.5 2 2.5] 
[1.5 2 2.5] 

Pop 
Rep 

[100 200 300] 
[10 30 50] 

 
MOBA 

n 
A 

[10 50 100] 
[.25 .5 .75] 

r 
Pop 

[.25 .5 .75] 
[100 150 200] 

 
Table 7  
Parameter values and levels of MOPSO and MOBA (WIP inventory model) 

Algorithms Factors Levels [1 2 3] Factors Levels [1 2 3] 
 

MOPSO 
C1 
C2 

[1.5 2 2.5] 
[1.5 2 2.5] 

Pop 
Rep 

[100 150 200] 
[40 50 60] 

 
MOBA 

n 
A 

[20 40 60] 
[.25 .5 .75] 

r 
Pop 

[.25 .5 .75] 
[80 140 200] 

 
Table 8  
Taguchi L9 formulation with objective function value (raw material inventory model) 

Run No. A B C D MOPSO MOBA 
1 1 1 1 1 10273 9773 
2 1 2 2 2 10155 9976 
3 1 3 3 3 10253 10567 
4 2 1 2 3 10156 11829 
5 2 2 3 1 10225 10773 
6 2 3 1 2 10163 11075 
7 3 1 3 2 10356 11824 
8 3 2 1 3 10250 12083 
9 3 3 2 1 10192 10098 

 
Table 9 
Taguchi L9 formulation with objective function value (WIP inventory model) 

Run No. A B C D MOPSO MOBA 
1 1 1 1 1 80221 79687 
2 1 2 2 2 79358 80994 
3 1 3 3 3 79599 83981 
4 2 1 2 3 81515 82345 
5 2 2 3 1 80766 76843 
6 2 3 1 2 80606 78942 
7 3 1 3 2 81239 81110 
8 3 2 1 3 79351 85621 
9 3 3 2 1 80652 79890 
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Table 10 
Optimal level of different parameters (raw material inventory model) 

Algorithms Factors Optimal Levels  Factors Optimal Levels  Optimal Values 
 

MOPSO 
C1 
C2 

2.5 
1.5 

Pop 
Rep 

300 
10 

 
10160 

 
MOBA 

n 
A 

100 
.25 

r 
Pop 

.75 
200 

 
10829 

 
Table 11  
Optimal level of different parameters (WIP inventory model) 

Algorithms Factors Optimal Levels  Factors Optimal Levels  Optimal Values 
 

MOPSO 
C1 
C2 

2 
1.5 

Pop 
Rep 

200 
40 

 
80193 

 
MOBA 

n 
A 

60 
.5 

r 
Pop 

.25 
200 

 
71598 

 

7.2 Comparison of MOPSO and MOBA 

To compare the performance of MOPSO and MOBA, at first, a graphical approach is taken. Minitab18 is used to develop the 
scatterplot of MOPSO and MOBA algorithm shown in Fig. 7 and Fig. 8. Aim of this study is to minimize the total inventory 
cost and space. After comparing the two Pareto fronts it is found that MOBA gives more appropriate result to fulfill this 
objective. But as it is known that these nature inspired algorithms always give near optimum solutions. So only a Pareto front 
cannot draw a conclusive solution rather some other criteria should be considered. 

  
Fig. 5. Main effect plot of MOPSO and MOBA for S/N ratios (raw material inventory model) 

Fig. 6. Main effect plot of MOPSO and MOBA for S/N ratios (WIP inventory model) 

The obtained Pareto front of both this algorithm shows significant difference in terms of sensitivity. For MOBA deviation in 
one objective function affects other in larger extent than MOPSO. Also, at the peak value of one objective than the other 
becomes almost zero. In this regard, MOPSO gives better solution as it never shows zero value for any of the objectives. The 
convergence rate of MOBA is quick at an early stage, but gradually slow down. On the other hand, MOPSO converges faster 
than any other metaheuristics algorithm. It requires less computational effort (Branke & Mostaghim, 2016). Again, 
mathematical analysis for linking parameters to convergence rates is constrained, as it is difficult to understand the meaning 
for which it converges. Besides the graphical comparison, the followings six standard metrics of the multi - objective 
algorithms is applied to come to a concluding decision: 
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 Spacing metric (SM): measures the expanse of spread among the solutions for which smaller value shows better 
results (Schott, 1995). 

 Diversity metric (DM): measures the extent of the obtained Pareto fronts for which larger value means better results 
(Zitzler & Thiele, 1998). 

 Mean ideal distance (MID): measures the convergence rate of Pareto fronts to a certain point (0, 0) (Zitzler & Thiele, 
1998). 

 Error ratio (ER): measures the percentage of solutions that are not included in Pareto optimal set (Van Veldhuizen, 
1999). 

 Number of solutions (NOS): measures the number of solutions in the Pareto optimal set for which the bigger value 
is the better. 

 Time: measures the computational (CPU) time for the algorithm to reach optimum solutions. 
 

An experiment of 10 test problems based on two proposed model with various number of items is implemented. Each problem 
goes through at least thirty iterations under different random scenarios and their average is taken as final responses. Table 12 
and 13 summarize these responses of different metrics on 10 test problems. In order to statistically compare the performance 
of proposed algorithms, an analysis of variance (ANOVA) test is applied. Table 14 shows these test results along with P-
values in terms of defined metrics. To validate the statistical comparison, the boxplots of six metrics on MOPSO and MOBA 
are represented in Fig. 9 and Fig. 10. In addition, graphical comparisons of these matrices are shown in Fig. 11 and Fig. 12, 
respectively. From the ANOVA test results in Table 14 along with the boxplots in Fig. 9 it is clear that in terms of MID, SM 
and ER MOBA shows better performance than MOPSO with statistically significant test results. But on the other hand 
MOPSO dominates MOBA in terms of DM. For the rest of two metrics, NOS and time both the algorithms work statistically 
same and show no mentionable difference. However, statistical results for WIP inventory model differs from the former one. 
Though MOPSO clearly shows a far better performance than MOBA in terms of CPU time, it is dominated by MOBA in 
terms of MID and ER. For SM, DM and NOS, no concluding decision can be made as their test result is not significantly 
different. All these conclusions are made at the 95% confidence level and graphical comparisons in Fig. 11 and Fig. 12 also 
confirms that. It should be mentioned that decisions regarding P-values are not always convincing because of its extreme 
assumption of the null hypothesis. Complexity of the proposed design of inventory model and assumptions in optimization 
problem can also play an important part in obtaining such test results. 

Fig. 7. Scatterplot of the performance of MOPSO & MOBA 
(raw material inventory model) 

Fig. 8. Scatterplot of the performance of MOPSO & MOBA 
(WIP inventory model) 

Table 12  
Experimental results of six metrics in raw material inventory model 

Test MOPSO MOBA 
 SM DM MID ER NOS Time SM DM MID ER NOS Time 
1 9097.17 32178.46 184.03 0.97 8.00 2.08 983.3 12002.6 74.21 0.7 9 5.67 
2 6320.58 37394.74 168.59 0.97 10.00 2.29 1625.15 11999.22 74.65 0.63 6 4.7 
3 3449.67 30651.89 165.53 0.73 6.00 3.38 1471.25 12422.19 74.29 0.8 7 1.88 
4 3208.92 18416.96 191.47 0.77 8.00 4.60 810.73 11425 74.76 0.57 10 2.45 
5 4111.71 33799.57 190.01 0.77 8.00 4.60 1617.19 13280.38 74.58 0.7 8 2.45 
6 2904.03 17748.90 171.96 0.73 10.00 2.89 1338.59 12751.61 74.06 0.67 8 2.35 
7 12244.74 68020.89 213.99 0.80 8.00 1.35 965.23 13560.53 73.62 0.53 12 2.86 
8 4146.76 14915.85 172.09 0.83 7.00 3.33 1284.06 13165.04 73.94 0.6 9 1.91 
9 3941.99 31196.05 179.74 0.67 9.00 3.08 1039.62 13409.18 73.69 0.6 11 2.32 

10 3216.34 8466.32 171.55 0.87 5.00 3.88 1620.87 11995.95 74.63 0.67 6 1.4 
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Table 13  
Experimental results of six metrics in WIP inventory model 

Test 
Problem 

No. 
MOPSO MOBA 

 SM DM MID ER NOS Time SM DM MID ER NOS Time 

1 3329.48 76910.09 167.80 0.97 32.00 3.42 5602.74 62643.17 106.58 0.96 34 46.3 
2 2728.99 53221.45 224.25 0.98 34.00 4.63 5742.29 60761.67 106.46 0.95 32 40.54 
3 2867.062 90386.05 181.65 0.97 36 5.60 5463.135 64385.13 106.67 0.94 36 55.48 
4 17178.08 86365.75 184.18 0.97 34 4.46 5532.62 63529.4 98.91 0.96 35 46.07 
5 5082.65 73701.97 158.32 0.96 40 4.23 5879.74 58723.29 106.34 0.94 30 42.48 
6 21589.2 19069.07 173.15 0.98 29 3.22 6076.4 55331.43 102.33 0.96 28 38.53 
7 3382.12 72374.02 169.63 0.98 29 5.04 5190.42 67506.69 106.85 0.95 40 68.77 
8 4310.18 73010.99 166.72 0.98 24 4.49 5947.26 57640.09 106.27 0.93 29 41.7 
9 66245.65 591500.74 246.38 0.98 28 5.36 5811.04 59762.72 106.4 0.93 31 45.31 
10 3196.68 73683.99 167.09 0.97 28 3.94 5059.48 68914.49 106.93 0.94 42 52.45 

 

Table 14  
ANOVA comparison results with P-values 

Model Metric’s name P-value Test Results 

Raw material inventory model 

SM 0.001 Null hypothesis is rejected 
DM 0.005 Null hypothesis is rejected 
MID 0 Null hypothesis is rejected 
ER 0.001 Null hypothesis is rejected 

NOS 0.400 Fail to reject null hypothesis 
Time 0.525 Fail to reject null hypothesis 

WIP inventory model 

SM 0.257 Fail to reject null hypothesis 
DM 0.277 Fail to reject null hypothesis 
MID 0 Null hypothesis is rejected 
ER 0 Null hypothesis is rejected 

NOS 0.285 Fail to reject null hypothesis 
Time 0 Null hypothesis is rejected 

 

  

Fig. 9. Boxplots of metrics vs. algorithms (raw material 
inventory model) 

Fig. 10. Boxplots of metrics vs. algorithms (WIP inventory 
model) 
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Fig. 11. Graphical comparisons of algorithms (raw 

material inventory model) 
Fig. 12. Graphical comparisons of algorithms (WIP 

inventory model) 
 

  
Fig. 13. Shortage prediction plot (yellow dot- record number 
and blue dot – response) 

Fig. 14. Predicted response vs true response for shortage 
prediction 

  
Fig. 15. Scrap prediction plot (yellow dot- record number 
and blue dot – response) 

Fig. 16. Predicted response vs true response for scrap  

 
8. Shortage and scrap prediction using SVR 
 
MATLAB Regression Learner App is used to import a large number of close to real data (Appendix C) to predict shortage 
quantity for raw material inventory and scrap production rate for WIP inventory. The minimization problem is shaped in a 
quadratic programming formation and resolved by quadratic SVM technique (Scholkopf et al., 1997). In this study, response 
variables are shortage level and scrap production rate. 5-fold cross-validation is applied to increase model performance on 
new data and choose best model. Obtained response result and plotting of actives prediction are presented in Fig. 13 for 
shortage prediction and Fig. 15 for predicting scrap production. The model is trained into all six SVM regression model type 
and among them quadratic model gives the lowest root mean square error (RMSE) value. All these forecasting parameter 
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values to evaluate the efficiency of prediction are summarized in Table 15. Again, efficiency of prediction is deduced from 
graphical representation and it is quite good for both model as it is seen from the predicted response vs true response plotting 
depicted by Fig. 14 and Fig. 16. Interpretability is hard for this type of model but flexibility is comparatively better than 
others. Run time for training is quite long as it requires huge memory to store. 
 

Table 15  
Values of forecasting parameters 

 

9. Conclusion and Recommendations for Future Research 

A multi-item inventory control problem was investigated in this paper with the aim of minimizing both the total cost of 
inventory and the total storage space required. Considering independent demand rates of items, no volume discount and 
shortages were allowed. The problem was first formulated as a raw material inventory control model and after that as a WIP 
inventory control model. The aim was to identify the optimal level of order and the optimal quantity of production, so that 
objective function is minimized and constraints retain. Both these models were implemented into multi-objective particle 
swarm optimization and multi-objective bat algorithm to find a Pareto front solution. Taguchi L9 design was applied to 
calibrate the parameters of the algorithm and the combination that best suited to the objective was chosen. An experiment, 
including several test problems was conducted to compare the performance of two algorithms in terms of six standard metrics. 
Two outcomes that worth mentioning are: 
 

 MOBA works better than MOPSO in terms of SM, MID and ER in the proposed  raw material inventory control 
scenario; 

 MOPSO is the best algorithm in terms of time in the proposed WIP inventory control scenario; 
 
A number of closer to reality data were generated at the end for both control models to predict shortage quantity and scrap 
production rate using support vector regression method.  
Some suggestions for further research in future are to develop model to cover finished goods inventory can be developed, 
consider volume discount, lead time uncertainty, defective items, inflation and time value of money and employ recently 
developed meta-heuristic nature inspired algorithms to solve the problem.  
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Appendix A. Formulation of EOQ 
From total cost function of raw material inventory (Eq. 6), 𝑇𝐶 =  ஽೔ொ೔ 𝑆௜ +  ு೔ଶொ೔ (𝑄௜ − 𝐼௜)ଶ + ௅೔ଶொ೔ 𝐼௜ଶ+ 𝐸𝐷௜𝐶௧ +  𝐷௜𝑇௜                   
Differentiating by 𝑄, 𝑑(𝑇𝐶)𝑑𝑄 = 𝐷𝑆 ൬− 1𝑄ଶ൰ + 𝐻2 ൬− 1𝑄ଶ൰ (𝑄 − 𝐼)ଶ + 𝐻2𝑄 × 2(𝑄 − 𝐼) + 𝐿𝐼ଶ2 ൬− 1𝑄ଶ൰ + 0 + 0 𝑜𝑟, 0 = 2𝐷𝑆 + 𝐿𝐼ଶ + 𝐻(𝑄 − 𝐼)ଶ − 2𝑄(𝑄 − 𝐼)𝐻 𝑜𝑟,𝐻(𝑄 − 𝐼)ଶ + 2𝐻𝑄(𝑄 − 𝐼) = −(2𝐷𝑆 + 𝐿𝐼ଶ) 𝑜𝑟, (𝑄 − 𝐼)(𝑄 − 𝐼 − 2𝑄) = − (2𝐷𝑆 + 𝐿𝐼ଶ)𝐻  

𝑜𝑟,𝑄ଶ − 𝐼ଶ = (2𝐷𝑆 + 𝐿𝐼ଶ)𝐻  

𝑜𝑟,𝑄ଶ = (2𝐷𝑆 + 𝐿𝐼ଶ)𝐻 + 𝐼ଶ 

𝑜𝑟,𝑄 = ටଶ஽ௌு + ௅ூమு + 𝐼ଶ     

𝐸𝑂𝑄 = ඨ2𝐷𝑆𝐻 + 𝐿𝐼ଶ𝐻 + 𝐼ଶ (A.1) 

 
Appendix B. Formulation of EPQ 
From total cost function of WIP inventory (Eq. 17), 𝑇𝐶 =  ௛೔ௗ೔ଶ(ଵି௣೔) [𝑠௜ + 𝑚௜𝑞௜] ቂ2𝑀௜ + ௥೔௦೔௤೔ + 𝑟௜𝑀௜ቃ + ௖೔ௗ೔௤೔(ଵି௣೔) + ௠೔ௗ೔௤೔(ଵି௣೔) + ௜೔ௗ೔௤೔(ଵି௣೔)          
Differentiating by 𝑞, 𝑑(𝑇𝐶)𝑑𝑞 = ℎ𝑑2(1 − 𝑝) 2(𝑠 + 𝑚𝑞) ൬− 𝑟𝑠𝑞ଶ൰ + ℎ𝑑2(1 − 𝑝)𝑚 ൤2𝑀 + 𝑟𝑠𝑞 + 𝑟𝑀൨ + 𝑐𝑑(1 − 𝑝) ൬− 1𝑞ଶ൰ + 𝑚𝑑(1 − 𝑝) ൬− 1𝑞ଶ൰+ 𝑖𝑑(1 − 𝑝) ൬− 1𝑞ଶ൰ 

𝑜𝑟, 0 = ℎ𝑑2(1 − 𝑝) ቈ2𝑀𝑚 + 𝑟𝑠𝑚𝑞 + 𝑟𝑀𝑚 − 𝑟𝑠ଶ𝑞ଶ − 𝑟𝑠𝑚𝑞 ቉  −  𝑐𝑑 + 𝑚𝑑 + 𝑖𝑑(1 − 𝑝)𝑞ଶ  

𝑜𝑟, (𝑐 + 𝑚 + 𝑖)𝑑(1 − 𝑝)𝑞ଶ = ℎ𝑑2(1 − 𝑝) ቈ2𝑀𝑚 + 𝑟𝑀𝑚 − 𝑟𝑠ଶ𝑞ଶ ቉ 
𝑜𝑟, (𝑐 + 𝑚 + 𝑖)𝑞ଶ = ℎ2𝑀𝑚(𝑟 + 2) −  ℎ2 𝑟𝑠ଶ𝑞ଶ  

𝑜𝑟, 1𝑞ଶ ቆ𝑐 + 𝑚 + 𝑖 + ℎ𝑟𝑠ଶ2 ቇ = ℎ2𝑀𝑚(𝑟 + 2) 

𝑜𝑟, 𝑞ଶ = ቀ𝑐 + 𝑚 + 𝑖 + ௛௥௦మଶ ቁ ௛ଶ 𝑀𝑚(𝑟 + 2)   
𝑜𝑟, 𝑞 = ටଶ(௖ା௠ା௜)ା௛௥௦మ௛ெ௠(௥ାଶ)                        
𝐸𝑃𝑄 = ඨ2(𝑐 + 𝑚 + 𝑖) + ℎ𝑟𝑠ଶℎ𝑀𝑚(𝑟 + 2)   (B.1) 
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Appendix C 
 
Table C1 
Data for shortage prediction 

O
rder Q

uantity
 

D
em

and
 O
rdering Cost

 

H
olding Cost per U

nit
 

Shortage Level
 

G
H

G
 Level
 

Em
ission Cost

 

Pallet Count
 Truck capacity

 Storage Space
 A
vailable Storage

 

Shipping cost
 

U
pper Bound on G

H
G

 

U
nit cost of Shortage

 

Purchase Cost
 

Total Budget
 

5870 7805 308 50 1935 0.462 120.00 117 6 4.23 6 0.32 0.36 0.2 3 30000 
7947 5504 382 75 -2443 0.149 120.00 159 8 5.72 6 0.32 0.36 0.2 3 30000 
4209 5962 353 58 1753 0.763 120.00 84 4 3.03 6 0.32 0.36 0.2 3 30000 
4616 7701 461 67 3085 0.357 120.00 92 5 3.32 6 0.32 0.36 0.2 3 30000 
7495 7795 567 60 300 0.714 120.00 150 7 5.40 6 0.32 0.36 0.2 3 30000 
4959 5811 434 69 852 0.621 120.00 99 5 3.57 6 0.32 0.36 0.2 3 30000 
6905 8323 594 52 1418 0.236 120.00 138 7 4.97 6 0.32 0.36 0.2 3 30000 
5425 7361 380 66 1936 0.345 120.00 109 5 3.91 6 0.32 0.36 0.2 3 30000 
7447 6048 414 61 -1399 0.806 120.00 149 7 5.36 6 0.32 0.36 0.2 3 30000 
5435 7405 538 58 1970 0.560 120.00 109 5 3.91 6 0.32 0.36 0.2 3 30000 
5689 7671 547 53 1982 0.608 120.00 114 6 4.10 6 0.32 0.36 0.2 3 30000 
7307 5510 474 65 -1797 0.551 120.00 146 7 5.26 6 0.32 0.36 0.2 3 30000 
6415 6423 577 54 8 0.360 120.00 128 6 4.62 6 0.32 0.36 0.2 3 30000 
5672 9535 534 50 3863 0.301 120.00 113 6 4.08 6 0.32 0.36 0.2 3 30000 
6542 8040 315 54 1498 0.968 120.00 131 7 4.71 6 0.32 0.36 0.2 3 30000 

 

Table C2 
Data for scrap rate prediction 

O
rder Q

uantity
 

D
em

and
 

R/M
 Cost per U

nit
 H

olding Cost per U
nit

 Inspection Cost per U
nit

 M
achining Tim

e per U
nit

 

Constant Setup Cost
 Scrap Production %
 Setup Tim

e per U
nit

 Production Rate per U
nit

 

Total O
rder

 

Procurem
ent Cost per U

nit
 

Space O
ccupied

 Space A
vailable

 

Total Budget
 

4513 9159 82 74 124 1308 662 5.18 886 1.902 8980 2200 3.41 4.5 50000 
4992 7787 93 90 141 1622 613 4.60 783 1.975 9784 2492 3.43 4.5 50000 
7806 5329 91 72 130 1497 624 5.33 877 2.193 9362 3902 3.41 4.5 50000 
8028 8439 95 77 142 1315 649 4.41 621 2.225 8167 2873 3.44 4.5 50000 
7749 5670 73 71 120 1549 602 4.96 655 1.007 8927 4270 3.42 4.5 50000 
8771 7275 96 73 140 1556 656 5.38 791 1.262 8641 2919 3.41 4.5 50000 
4656 6514 81 79 150 1663 648 4.11 733 1.453 8636 4478 3.45 4.5 50000 
5544 7139 77 89 145 1341 692 4.44 624 1.545 9157 3431 3.44 4.5 50000 
8425 7337 80 71 120 1333 692 4.44 759 1.104 8752 2150 3.44 4.5 50000 
5976 6958 93 74 137 1669 643 4.49 871 1.453 8566 2319 3.44 4.5 50000 
7396 7138 98 73 140 1312 624 4.92 644 1.950 8485 2365 3.42 4.5 50000 
4327 5007 74 82 147 1211 672 5.00 653 2.547 9694 4330 3.42 4.5 50000 
4916 9354 80 88 143 1282 623 4.94 859 1.734 9771 3018 3.42 4.5 50000 
8498 8041 86 71 120 1247 656 5.15 865 1.261 8494 3689 3.41 4.5 50000 
8670 9521 95 84 126 1321 679 5.16 698 1.738 8656 2932 3.41 4.5 50000 
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