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 As time passes, social media, which was formerly used as a means of communication between 
users, is experiencing a transition as a means for broadcasting information, conducting business, 
advertising, and even political campaigning. In elections, social media is also used to discredit 
political opponents to reduce the electability of opposing candidate. Spreading hate speech and 
fake news to undermine the electability of opposing candidate is a common violation of the law 
committed by supporters of one candidate over another. Considering that the number of social 
media users increases annually at a very rapid rate, the hazard of social media abuse has the po-
tential to grow. In 2022, Indonesia had 191 million social media users in January 2022. Obviously, 
this will make the election situation more tumultuous and has the potential to cause societal divi-
sions. The government must have a control system in place to screen social media content that 
can be considered illegal. In this study, fake news and hate speech are classified using the Bidi-
rectional Gated Recurrent Unit (BiGRU). Lastly, K-Prototype was used to do clustering based on 
categorization dimensions and probable distribution to identify which clusters had the greatest 
risk of breaking the law, creating confusion, and dispersing broadly throughout society. It is hoped 
that the clusters that are created will represent the levels of priority of tweet data that requires 
prompt attention from the government to prevent it from spreading and inciting social unrest. 
Based on the results of the analysis, the BiGRU fake news model yields a F1-score of 95%, while 
the BiGRU hate speech model yields a F1-score of 90%. Clustering data using K-Prototype in this 
research can reduce the number of tweet data from 13,183 to 1,791 data. These new data are 
considered as a priority that must be pursued in preventing social media disputes.  

© 2024 by the authors; licensee Growing Science, Canada. 
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1. Introduction 
 
The development of Internet technology has instigated a paradigm shift in societal dynamics, wherein the essence of daily 
existence has transitioned from tangible, real-world engagements to virtual activities within the realm of cyberspace. The 
utilization of cyberspace bears multifaceted consequences, both positively and negatively. On one hand, it facilitates the ex-
peditious and precise dissemination of information; however, on the other hand, it can be used for illegal activities such as the 
dissemination of radical ideology, pornography, drug trafficking, and organised crime. These adverse elements pose a poten-
tial threat to national resilience and the cohesive unity of the Republic of Indonesia's Unitary State (Amilin, 2019; Ananda, 
2022). 
 
The threat of social media misuse has the potential to increase, given that the number of social media users grows annually at 
an astounding rate (Birjali et al., 2021). According to research conducted by “We are social” and “Hootsuite” in 2022, Indo-
nesia had 191 million social media users in January 2022. Compared to 2021, this number has increased by 21 million social 
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media users (We are social, 2022). As the number of social media consumers increases, the process of validating information 
is increasingly neglected. Ethical disorientation is the primary cause of the rapid spread of fake news in Indonesia (Susanti, 
2022). In addition, the concept of anonymity in social media is one of the factors contributing to the growth of fake news 
(Masrudi, 2019; Cho et al., 2014; Saksesi et al., 2018). The shield of anonymity empowers social media users to express 
themselves freely, without the apprehension of revealing their identities, even if their posts bear the potential to transgress 
legal boundaries. 
 

 
Fig. 1. The growth of social media user numbers between 2014 and 2022 

According to Fig. 1, the number of social media users prior to the implementation of the Regional Head Election and Presi-
dential Election from 2017 to 2019 increased significantly. This is certainly an illustration of the increase in social media 
consumers preceding the 2024 elections. In the post-truth era, and particularly as the political year begins, the spreading of 
fake news has become a very dangerous issue in Indonesian national and social life. Exploiting issues related to ethnicity, 
religion, ancestry, and social groups not only undermines national resilience but also poses a risk of national disintegration 
and jeopardises the Republic of Indonesia's integrity (Amilin, 2019; Chung et al., 2014). 
 
As the 2024 Indonesian election approaches, the government is confronted with the pervasive dissemination of fake news and 
hate speech on social media platforms. Fake news (also known as junk news, pseudo-news, or hoax news) is a form of news 
consisting of deliberate disinformation or hoaxes spread via traditional news media (print and broadcast) or online social 
media (Mohsin, 2020). Hate speech, on the other hand, refers to actions by individuals or groups involving instigation, prov-
ocation, or insults directed towards others, spanning various dimensions such as ethnicity, religion, race, gender, skin colour, 
disability, sexual orientation, and related factors (Febriansyah & Purwinarto, 2020; Jeong, 2023). This poses a significant 
challenge for the Indonesian government to filter out this content to prevent it from spreading further. The government needs 
to quickly decide which content needs to be reported to social media platform providers for takedown. The utilization of deep 
learning models can be used to rapidly classify whether a piece of content falls under the categories of hoaxes or hate speech 
or not. Many previous studies have utilized machine learning and deep learning as classification methods to detect fake news 
and hate speech (Hao et al., 2016; Liao, 2005). 
 
Triyono et al. (2023) compared five machine learning methods used to detect fake news: Support Vector Machine (SVM), 
Logistic Regression (LR), Decision Tree Classifier (DTC), Gradient Boosting Classifier (GBC), and Random Forest (RF). 
Based on their research, the lowest accuracy was 75.33% for the DTC method, and the highest accuracy was 83.55% for the 
SVM method. Alameri (2021) compared machine learning methods: Naïve Bayes (NB), Support Vector Machine (SVM), and 
deep learning methods: Long Short-Term Memory (LSTM), Neural Network with Keras (NN-Keras), and Neural Network 
with TensorFlow (NN-TF) to detect fake news. The results of the study indicated that deep learning models achieved higher 
accuracy compared to machine learning models. 
 
Sentiment analysis conducted by Omara et al. (2022) showed that BiGRU-based methods had better accuracy compared to 
LSTM and CNN-based methods. AitechTrend (2023) stated that based on several empirical studies conducted in speech 
recognition, language modeling, and sentiment analysis, LSTM and GRU outperformed each other, with their performance 
depending on the task and data used. Therefore, this research used the BiGRU algorithm as a method for detecting fake news 
and hate speech because it has a simpler structure than BiLSTM, making the computation process more efficient. This is 
important since the implementation of the model is expected to be used for real-time streaming data from Twitter. 
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Previous research has mostly focused on demonstrating the accuracy levels of classification models. In practical application, 
if a significant number of social media posts are classified as fake news, it becomes a significant task for the government to 
follow up on all of these posts. Additionally, the government may be perceived as limiting freedom of expression if too many 
posts are taken down on social media. Therefore, this research is conducted to further filter the classification results of the 
fake news model into smaller groups. The grouping is done by considering the results of the hate speech model classification 
and the potential spread of these posts.  
 
The contributions of this research are as follows: 

• This research not only demonstrates the accuracy level of models based on training and testing data but also shows 
how these models perform when implemented with actual Twitter data. 

• By incorporating both supervised and unsupervised learning methods, the research innovatively reclassifies tweets 
initially labeled as fake news and hate speech into new categories, considering priority scale and urgency level. This 
nuanced approach adds depth and context to the classification process. 

• This research demonstrates how to reduce a large amount of data into smaller groups to facilitate the filtering of 
content classified as fake news and hate speech. 

 

2. Materials and Methods 
 

2.1 Data Source 

Data source used in this research is employed for a two-stage analysis, namely the modeling stage and the implementation 
stage for clustering. During the phase of developing the fake news classification model, this study utilised a total of 5,384 
Indonesian language datasets acquired from three distinct sources, which are: 

• Cekfakta.com Dataset (4,284 data points). Acquired from cekfakta.com, this dataset spans the period from February 
2018 to June 2022. This dataset was categorised into 2,094 fake news data and 2,190 actual news data (Sadida, 2023).  

• Mendeley Dataset (600 data points), was obtained from the website https://data.mendeley.com/da-
tasets/p3hfgr5j3m/1. These data were categorised into 372 real news and 228 fake news (Nayoga et al., 2021). 

• GitHub Repository Dataset (500 data points), was obtained from the online repository located at 
https://github.com/pierobeat/Hoax-News-Classification. This dataset was evenly split into two subsets, with one sub-
set containing 250 real news and the other subset containing 250 fake news (Nayoga et al., 2021).  

During the hate speech classification model development phase, this study utilised a dataset consisting of 13,169 instances in 
the Indonesian language. These instances were further categorised into 5,561 instances labelled as hate speech and 7,608 
instances labelled as non-hate speech. The data categorised as hate speech is categorised into three distinct levels: weak, 
moderate, and strong. The weak category consists of 2,283 data points, the moderate category has 1,705 data points, and the 
strong hate speech category consists of 473 data points. The categorization of hate speech levels is determined through the 
analysis of data obtained from Focus Group Discussions and talks with personnel from the Cyber Crime Directorate of the 
Criminal Investigation Agency of the Indonesian National Police (Bareskrim Polri), as well as linguistic specialists (Ibrohim 
& Budi, 2019).  

Subsequently, the entirety of the news will be partitioned into two distinct subsets, which are the training data and the testing 
data. In accordance with established empirical studies, the recommended data distribution for training and testing purposes 
involves allocating 80% of the data for training and reserving the remaining 20% for testing (Gholamy et al., 2018). The 
training data is utilised to train the model that will be constructed, whereas the testing data is employed to assess the model's 
performance by examining its accuracy.  

Furthermore, an additional analysis is conducted involving clustering, employing a total of 13,183 tweets obtained through 
scraping activities using the keyword "pilpres" during the period from March 23rd to March 26th, 2023. 

2.2 Experimental Setting 

This research is generally divided into four stages: data preprocessing, model formation, model implementation, and cluster-
ing. As visualized in Figure 2, the initial step involves pre-processing to ready the data for model development. In pre-pro-
cessing, special consideration is given to word embedding, a method that imparts information on the structure, sequence, 
semantics, and context surrounding words. The model development in this study adopts the deep learning architecture of Bi-
GRU. The resulting model is applied to Twitter data for the prediction of hate speech and fake news. The predictions serve as 
variables for clustering Twitter data using the K-prototype method. The methods underlying the analysis process are compre-
hensively discussed in sub-chapters 2.3 to 2.6. 
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Fig. 2. Experimental Setting 

2.3 Pre-processing 

Data preprocessing is performed to ensure that the data used is free of noise, has lower dimensions, and is more structured, 
allowing for further processing. Data preprocessing encompasses various phases, including case folding, tokenization, filter-
ing/stop word removal, and stemming. In word processing, the use of word embeddings is also taken into consideration. 

Word embedding is a computational procedure that involves the conversion of words represented in alphanumeric format into 
vectorized form. The word2vec algorithm will be employed as the word embedding technique in this study. The Word2vec 
model employs a neural network architecture to obtain vector representations. The architecture of word2vec comprises three 
distinct layers, specifically the input layer, the projection layer (also known as the hidden layer), and the output layer. There 
exist two distinct types of architecture inside the word2vec framework, namely skip-gram and continuous Bag of Word 
(CBOW). The comparison between two models is as visualized as Fig. 3. The skip-gram architecture employs a one-hot 
encoded vector as input data and an 𝑛-hot encoded vector as output data. To clarify, the skip-gram model employs a single 
word as its input and aims to predict a set of n words in the vicinity of the input. In contrast, the CBOW model utilizes input 
data represented as an n-hot encoded vector, while the output data is represented as a one-hot encoded vector. The CBOW 
model utilizes a set of 𝑛 words as input to make predictions on a single word from within the input set. Hence, the skip-gram 
design of word2vec is deemed appropriate for implementation in this study. 
 

 
 

Fig. 3. Comparison of CBOW and skip-gram architectures 
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2.4 Bidirectional Gated Recurrent Unit (BiGRU) 

In this study, we employ BIGRU for to create a classification model for fake news and hate speech. The Bidirectional Gated 
Recurrent Unit (BiGRU) is a neural network architecture that processes data in a sequential process, capturing information in 
both the forward and backward directions (Yu et al., 2019).  The architecture of Bi-GRU describe in Fig. 4. 
 

 
Fig. 4. Bidirectional Gated Recurrent Unit (BiGRU) Architecture 

 
The forward layer of the BiGRU model effectively captures sequential data in the following sequence, meanwhile, the back-
ward layer in BiGRU sequentially gathers data from the previous sequence. 
 ℎ௧ሬሬሬ⃗ ൌ 𝜎ሺ𝑊௫௛ሬሬ⃗ 𝑥௧ ൅𝑊௛ሬሬ⃗ ௛ሬሬ⃗ ℎሬ⃗ ௧ିଵ ൅ 𝑏௛ሬሬ⃗ ሻ (1) ℎ௧ሬ⃖ሬሬ ൌ 𝜎ሺ𝑊௫௛⃖ሬሬ𝑥௧ ൅𝑊௛⃖ሬሬ௛⃖ሬሬℎ⃖ሬ௧ିଵ ൅ 𝑏௛⃖ሬሬሻ (2) ℎ௧ ൌ ℎ௧ሬሬሬ⃗  ⨁ ℎ௧ሬ⃖ሬሬ (3) 
 
The stages of the BiGRU process involve sequential input ሺ𝑥ଵ, 𝑥ଶ, 𝑥ଷ, … , 𝑥௧ሻ, which result in the generation of forward hidden 
states (ℎଵሬሬሬሬ⃗ , ℎଶሬሬሬሬ⃗ ,ℎଷሬሬሬሬ⃗ , … ,ℎ௧ሬሬሬ⃗ ሻ and backward hidden states ሺℎଵ,ሬ⃖ሬሬሬሬ ℎଶሬ⃖ሬሬሬ,ℎଷሬ⃖ሬሬሬ, … ,ℎ௧ሬ⃖ሬሬሻ. The final hidden stateሺℎ௧ሻ is obtained by applying the 
element-wise addition operation ⨁ to both the forward BiGRU output ℎ௧ሬሬሬ⃗  and the backward BiGRU output ℎ௧ሬ⃖ሬሬ. 
 
The accuracy of deep learning predictions is significantly influenced by hyperparameters. The task of identifying the optimal 
hyperparameters is commonly referred to as hyperparameter optimization or hyperparameter tuning (Wu, 2019). This research 
will employ an automated hyperparameter search technique utilizing the random search approach. The subsequent hyperpa-
rameters employed in this study are as follows: 
 

• Dropout 
The dropout technique is employed in the training phase to prevent overfitting by randomly deactivating units inside 
the hidden layer. This research will employ a dropout rate of 0.2 for the purpose of model building. 

• Batch Size 
The process of training a deep learning model must be carried out effectively. Hence, it is imperative to partition a 
substantial quantity of datasets into many batches of reduced dimensions. The batch size refers to the quantity of 
data samples that are processed simultaneously within a neural network. This research will employ batch sizes of 16, 
32, 48, and 64 for the purpose of evaluation. 

• Epoch 
The epoch is a parameter utilized to quantify the number of complete iterations that a deep learning algorithm per-
forms on the full dataset. An epoch is considered complete when the entire batch has been successfully processed 
once by the neural network. 

• Optimizer 
The optimizer is utilized to minimize the loss function, which is used as a measure of the difference between the 
predicted output and the actual output. The methodology employed in this study will involve the utilization of the 
Adamax optimization algorithm. 

2.5 K-Prototype 

In this research, we utilize K-Prototype to cluster tweet data based on variables such as fake news classification, hate speech 
classification, number of followers, number of retweets, and hashtag usage. The K-Prototype method was chosen because it 



 912 

has the capability to handle heterogeneous data that includes both numeric and categorical attributes. Unlike the K-Means 
algorithm, which is limited to processing numeric data, and the K-Modes algorithm, which only applies to categorical data. 
The K-Prototype method possesses an advantageous characteristic in that its algorithmic complexity is not too complex, ren-
dering it capable of effectively managing substantial datasets (Huang, 1997).  
 
K-Prototype procedure will consist of the following steps: 
 

(1) Determine the cluster centroids of 𝑘 < 𝑛 (𝐶ଵ,𝐶ଶ, … ,𝐶௞), where 𝑛 is representing the number of observation data. 
(2) Calculate the distance and similarity of data points to the cluster centroid.  Then, cluster the data according to its 

proximity to the centroid. 
 

where, 𝑑(𝑋,𝑌) : The proximity distance between objects 𝑋 and 𝑌 𝑝  : The number of numeric variables 𝑚  : The number of categorical variables 𝑥௝௡  : The 𝑗-th numerical variable of object 𝑥 𝑦௝௡  : The 𝑗-th numerical variable of object 𝑦 𝑥௝௖  : The 𝑗-th categorical variable of object 𝑥 𝑦௝௖  : The 𝑗-th categorical variable of object 𝑦 𝑑൫𝑥௝௖ ,𝑦௝௖൯  : The distance between objects 𝑥 and 𝑦 of categorical variable 𝑗, where   𝑑൫𝑥௝௖ ,𝑦௝௖൯ = ൜0,     𝑥௝௖ = 𝑦௝௖  1,     𝑥௝௖ ≠ 𝑦௝௖  𝛾 : The weights of category attributes obtained by calculating the average standard deviation of the numerical varia-
bles 

(3) After all data has been entered into the clusters, the new centroid should be recalculated. Then, regroup the data into 
new centroids. In the case of numeric data, the determination of a new centroid is achieved by computing the mean 
value of the numeric variable values inside each cluster.  
 𝐶௜௡(௧ାଵ) = 1ห𝐾௜(௧)ห ෍ 𝑥௝௡௫ೕ೙∈௄೔(೟)  (5) 

(4) In the context of categorical type data, the updated centroid is determined by calculating the mode of the categorical 
variable values inside each cluster. 
 𝐶௜௖(௧ାଵ) = 𝑚𝑜𝑑൫𝑥௝௖൯,         𝑥௝௖ ∈ 𝐾௜(௧) (6) 

where, 𝐶௜௡(௧ାଵ): Centroid of the 𝑖-th numeric variable at time 𝑡 + 1 𝐶௜௖(௧ାଵ): Centroid of the 𝑖-th categorical variable at time 𝑡 + 1 
 𝐾௜(௧): The 𝑖-th cluster at time 𝑡 

(5) Continue to execute procedures (2) and (3) iteratively until there is no further alteration observed in either the centroid 
or the members. The iteration is halted and the process is considered to have converged if no changes are seen. 
 

2.6 Model Evaluation 

The evaluation of the model should be conducted subsequent to its development.  This process is conducted to evaluate the 
efficacy of the developed model in accurately classifying data. The confusion matrix is a tool that can be employed to assess 
the performance of machine learning models. The confusion matrix facilitates the comparison of classification outcomes 
generated by the model with the true classification outcomes. This research used a binary class confusion matrix to classify 
instances of fake news, whereas a multiclass confusion matrix is utilized for the categorization of hate speech. Table 1 and 
Table 2 show the confusion matrix for binary class and multi-class (four classes) respectively. 

 

Table 1 
Confusion Matrix for binary class 

Predicted Values Actual Values 
Positive (1) Negative (0) 

Positive (1) 
𝑇𝑃 

(True Positive) 
 

𝐹𝑃 
(False Positive) 
Type I Error 

Negative (0) 
𝐹𝑁 

(False Negative) 
Type II Error 

𝑇𝑁 
(True Negative) 
 

 𝑑(𝑋,𝑌) = ෍(𝑥௝௡ − 𝑦௝௡)ଶ + 𝛾௣
௝ୀଵ ෍ 𝑑൫𝑥௝௖ ,𝑦௝௖൯௠

௝ୀ௉ାଵ  (4) 
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Table 2 
Confusion Matrix for four classes 

Predicted Values 
Actual Values 𝒂 𝒃 𝒄 𝒅 𝒂 𝑇௔௔ 𝐹௔௕ 𝐹௔௖ 𝐹௔ௗ 𝒃 𝐹௕௔ 𝑇௕௕ 𝐹௕௖ 𝐹௕ௗ 𝒄 𝐹௖௔ 𝐹௖௕ 𝑇௖௖ 𝐹௖ௗ 𝒅 𝐹ௗ௔ 𝐹ௗ௕ 𝐹ௗ௖ 𝑇ௗௗ 

 
This research employs three calculation metrics that can be conducted with the confusion matrix, specifically: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙, and 𝑓1 − 𝑠𝑐𝑜𝑟𝑒. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃 + 𝐹𝑃 (7) 

𝑅𝑒𝑐𝑎𝑙𝑙       =  𝑇𝑃𝑇𝑃 + 𝐹𝑁 (8) 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) (9) 

3. Results 
 

3.1 Data Preprocessing 
 

3.1.1. Case Folding 
 
The process of case folding is employed in order to standardize the characters inside the dataset. This process involves 
converting all letters to lowercase. The characters from A to Z that are present in the data will be transformed into lowercase 
characters from a to z. Table 3 is an example of a news story that has endured a process of case folding. 
 
Table 3 
Results of the Case Folding Process 

News Case Folding Output 
Vote changes when the KPU count reaches 100%. Coincidentally, vote 
number 3 was reduced by 7000 votes. Meanwhile, vote no.2 increased by 
50 votes. 

vote changes when the kpu count reaches 100%. coincidentally, vote 
number 3 was reduced by 7000 votes. meanwhile, vote no.2 increased by 
50 votes. 

 
3.1.2. Tokenizing 
 
Following the completion of the case folding process in the preceding stage, the subsequent step involves the tokenization 
process, wherein all sentences are transformed into individual words, commonly referred to as tokens. In addition, numerals, 
punctuation marks, and symbols are eliminated. The results of the tokenizing procedure are illustrated in Table 4. 
 
Table 4 
Results of the Tokenizing Process 

Case Folding Output Tokenizing Output 
vote changes when the kpu count reaches 100%. coincidentally, vote 
number 3 was reduced by 7000 votes. meanwhile, vote no.2 increased by 
50 votes. 

‘vote’, ‘changes’, ‘when’, ‘the’, ‘kpu’, ‘count’, ‘reaches’, ‘coincidentally’, 
‘vote’, ‘number’,  ‘was’, ‘reduced’, ‘by’, ‘votes’, ‘meanwhile’, ‘vote’, ‘no’, 
‘increased’, ‘by’, ‘votes’ 

 
3.1.3. Filtering 
 
Subsequently, a filtering process is conducted to extract significant or pertinent terms from the token derived from the 
tokenization procedure. In the current phase, stop words are employed to eliminate words that often occur but lack relevance 
within a phrase. The utilization of this filtering stage can prove to be advantageous in terms of minimizing the computational 
time required for modeling. The results of the filtering procedure are illustrated in Table 5. 
 
Table 5  
Results of the Filtering Process 

Tokenizing Output Filtering Output 
‘vote’, ‘changes’, ‘when’, ‘the’, ‘kpu’, ‘count’, ‘reaches’, ‘coincidentally’, 
‘vote’, ‘number’,  ‘was’, ‘reduced’, ‘by’, ‘votes’, ‘meanwhile’, ‘vote’, ‘no’, 
‘increased’, ‘by’, ‘votes’ 

‘vote’, ‘changes’, ‘kpu’, ‘count’, ‘reaches’, ‘coincidentally’, ‘vote’, 
‘number’, ‘reduced’, ‘votes’, ‘meanwhile’, ‘vote’, ‘no’, ‘increased’, 
‘votes’ 
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3.1.4. Stemming 
 

During this phase, words or tokens are transformed into their fundamental word forms. This process eliminates prefixes, 
suffixes, or both from a given word. Table 6 presents an illustrative depiction of the outcomes derived from the application of 
the stemming procedure. 
 
Table 6  
Results of the Stemming Process 

Filtering Output Stemming Output 
‘vote’, ‘changes’, ‘kpu’, ‘count’, ‘reaches’, ‘coincidentally’, ‘vote’, 
‘number’, ‘reduced’, ‘votes’, ‘meanwhile’, ‘vote’, ‘no’, ‘increased’, ‘votes’ 

‘vote’, ‘chang’, ‘kpu’, ‘count’, ‘reach’, ‘coincidental’, ‘vote’, ‘number’, 
‘reduce’, ‘vote’, ‘meanwhile’, ‘vote’, ‘no’, ‘increase’, ‘vote’ 

 
3.2 Handling Imbalanced Class 
 
Models constructed with imbalanced data can lead to reduced accuracy in predicting outcomes for the minority class. This 
study aims to handle the issue of imbalanced classes by employing the random over sampling technique. Random 
oversampling is a resampling approach wherein more sample data is added to the minority class without adding variations to 
the class data. 

 
        (a)      (b)   

 
(c)       (d) 

 
Fig. 5. Proportion of dataset labels before and after random oversampling: 

(a) fake news dataset before oversampling  
(b) fake news dataset before oversampling  
(c) hate speech dataset before oversampling  
(d) hate speech dataset after oversampling 

 
3.3 Word Embedding 
 
The process of converting textual data into vector representation is performed during this stage, enabling its utilization as 
input during the modeling phase. Initially, a distinct index value will be assigned to each individual word, with the sorting 
criterion being the word's frequency. The dataset utilized in this study for fake news has a total of 28,456 distinct words, while 
the dataset used for hate speech contains a total of 18,860 distinct words.. 
 
Furthermore, it is known that the longest sentence in the used dataset contains 923 words in the fake news dataset and 71 
words in the hate speech dataset. In order to ensure data consistency, it is imperative to perform a padding procedure wherein 
a value of zero is appended to news articles that include fewer than 923 words in the fake news dataset and fewer than 71 
words in the hate speech dataset. The subsequent step involves the creation of a word embedding matrix using the distinct 
word index values that have been previously established. The utilized methodology involves the application of a Fasttext 
pretrained model with a dimensionality of 100.  
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3.4 Model Development 
 
The proposed study would employ a network architecture consisting of five (5) distinct layers, namely the embedding layer, 
BiGRU layer, dropout layer, dense layer, and output layer, as shown in Fig. 6. 
 

 

 
 

Fig. 6. Design of Architectural Modeling 
 

(1) The modeling process starts with a 100-dimension Word2vec embedding layer. The embedding matrix generated 
within this layer will be used as the input for the subsequent BiGRU layer. 

(2) Next, the BiGRU layer is utilized to analyze patterns within the dataset by considering both the sequential forward 
and backward aspect.  The quantity of neurons within this layer has been confirmed to be 8. 

(3) Thirdly, the use of the dropout layer provides the purpose of reducing overfitting in the model. The dropout rate is 
established at 0.2. 

(4) Furthermore, the utilization of the Rectified Linear Unit (ReLU) activation function will be employed in the dense 
layer to establish non-linearity inside the model. 

(5) In the end, the softmax activation function is employed in the output layer to provide probability values across 
different classes, hence facilitating the process of categorization. In addition to this, the model employs the Adam 
optimizer with a learning rate chosen via random search, and utilizes the categorical crossentropy loss function. 
 

The process of training the model involves the utilization of hyperparameters such as batch size, number of neurons, learning 
rate, and dropout. Table 7 presents the optimal hyperparameter values for the models employed in the detection of fake news 
and hate speech. Fig. 8 displays the graphical representation of the accuracy and loss value during the training and validation 
process. 
 
Tabel 7  
The Optimal Hyperparameter Values for The Models 

Model Hyperparameter 
Batch Size Learning Rate Dense Dim Dropout 

Fake News 48 0.001 8 0.2 
Hate speech 16 0.01 8 0.2 

 

 

(a)       (b) 
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(c)       (d) 

Fig. 7. The accuracy and loss value during the training and validation process: 
(a) the accuracy of fake news model  
(b) loss value of fake news model  
(c) the accuracy of hate speech model  
(d) loss value of hate speech model 

 
The data depicted in Fig. 7 indicates a noticeable trend wherein the accuracy of the model consistently enhances with an 
increase in the number of iterations (epochs), ultimately reaching a point of convergence. This pattern implies that a higher 
number of iterations correlates with improved predictive performance of the model. Concurrently, the loss graph illustrates a 
reduction in the loss value as the epoch count increases, culminating in convergence at a specific point. Consequently, the 
model developed in this study exhibits commendable proficiency in generating accurate predictions. 

3.5 Model Evaluation 
 
The final stage that needs to be done after the model is formed is to carry out an evaluation using a confusion matrix. The 
confusion matrix shows the comparison between actual data and predicted data. The confusion matrix results can be seen in 
Table 8 and Table 9, respectively. 
 
Table 8  
Confussion Matrix Model Fake News 

Predicted Values Actual Values 
Valid (0) Fake News (1) 

Valid (0) 604 39 
Fake News (1) 19 624 

 
Table 9  
Confussion Matrix Model Hate speech 

Predicted Values Actual Values 
Weak (0) Not Hate speech (1) Moderate (2) Strong (3) 

Weak (0) 1,302 115 46 15 
Not Hate speech (1) 253 1,147 64 14 
Moderate (2) 76 14 1,371 17 
Strong (3) 0 0 0 1,478 

 
Following this, to assess the effectiveness of the generated model, precision, recall, and f1-score metrics are calculated, and 
the results are detailed in Table 10 and Tabel 11. 
 

 
Tabel 10  
Calculation of Performance Levels of Fake News Model 

Classification Precision Recall F1-Score 
Valid 97% 94% 95% 
Fake News 94% 97% 96% 
Overall  96% 95% 95% 

 

Tabel 11  
Calculation of Performance Levels of Hate speech Model 

Classification Precision Recall F1-Score 
Weak (0) 80% 88% 84% 
Not Hate speech 90% 78% 83% 
Moderate (2) 93% 93% 93% 
Strong (3) 97% 100% 98% 
Overall  90% 90% 90% 

 

From the information provided in Table 10 and Table 11, it is evident that the fake news model attains an impressive F1-score 
of 95%, whereas the hate speech model achieves a commendable F1-score of 90% overall. This showcases the robust 
predictive capabilities of the model when applied to unclassified data. 
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3.6 Implementation and Clustering 
 
The model for detecting fake news and hate speech was subsequently applied to a dataset consisting of 13,183 tweets that had 
the phrase "pilpres" (presidential election) over the time frame of March 23 to March 26, 2023. The data obtained from 
applying the model to the twitter data included in this study is presented in Table 12. 
 
Table 12  
Model Implementation Result 

Obs Tweet Fake News 
Classification 

Hate speech 
Classification 

1 The influence of Mr. SBY (Susilo Bambang Yudhoyono) in the 2024 presi-
dential election is not particularly strong. Of course, this might not be able to 
boost his son, AHY (Agus Harimurti Yudhoyono), who will face difficulties 
competing against @erickthohir as a vice presidential candidate later. 

Fake News Weak 

2 Absolutely unbeatable in debates! It's difficult to defeat any survey institution 
that only has a few thousand respondents. Our polling results show that Anies 
is certain to win the 2024 presidential election with the support of over 140,000 
respondents! 

Fake News Not Hate speech 

… 
13,182 With high electability, Ahy is considered the key to victory in the 2024 presi-

dential election 
#ahypolitikusmendunia 

Fake News Not Hate speech 

13,183 Buzzers in despair, Ahy emerges as the key figure for winning the 2024 
presidential election 
#ahypimpinperubahan 

Fake News Not Hate speech 

Fig. 8. shows the proportion of outcomes obtained from the application of the fake news and hate speech model on the dataset 
of 13,183 tweets. The findings of the classification indicate that the distribution of each label tends to be rather balanced, with 
no statistically significant differences seen.  

 
Fig. 8. Proportion of tweet data labeling results 

 
Table 13 
Contingency Table of The Result 

Fake News Classification Hate speech Classification 
Weak Not Hate speech Moderate Strong 

Fake News 1,458 1,936 1,516 1,806 
Real News 2,052 2,317 749 1,348 

 
Subsequently, the dataset consisting of 13,183 tweets was categorized based on five variables: fake news classification, hate 
speech classification, number of followers, number of retweets, and hashtag usage. The application of the K-Prototype ap-
proach for clustering twitter data relies on the utilization of mixed type variables. The process of clustering is exclusively used 
to tweets that have been categorized as both fake news and hate speech inside the strong classification. This approach serves 
the purpose of narrowing down the range of tweets that require monitoring and attention. The silhouette approach is employed 
to determine the optimal number of clusters that can be produced. The findings derived from the silhouette analysis indicate 
that the optimal number of clusters that can be generated is three. The boxplot of cluster representation and the cluster profile 
are sequentially illustrated in Fig. 9 and Table 14, respectively.  
 
Table 14  
Clusters Profile 

Cluster Number of Cluster 
Members Average Number of Followers Average Number of Retweet Percentage Members 

Using Hashtag 
1 1,791 3,834 76.5 7% 
2 12 250,421 32.7 12% 
3 3 3,800,918 0.3 3% 
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Fig. 9. Boxplot Representing the Clustering Results 

4. Discussion 
 
The Model produced by BiGRU yields excellent results, with an F1-score of 95% for the fake news model and an F1-score 
of 90% for the hate speech model. In forming this model, additional analysis is carried out, including data balancing, as the 
dataset falls into the category of an imbalanced dataset. The optimal BiGRU model is then used to predict tweet data, resulting 
in each label having proportions that tend to be balanced and not significantly different. Subsequently, clustering is performed 
using K-Prototype based on variables such as fake news classification, hate speech classification, number of followers, number 
of retweets, and hashtag usage. The findings from the categorization of tweet data, as presented in Table 14, indicate an 
opposite relationship between the mean number of followers and the mean number of retweets. Cluster 1 exhibits the lowest 
mean follower count, although displays the highest mean retweet count in comparison to the remaining clusters. This is due 
to the fact that the tweet data used in this study has a tendency to indicate that accounts with a large number of followers 
receive a small amount of retweets. Based on the utilized data, it is recommended to prioritize and closely monitor cluster 1 
in order to mitigate the occurrence of divides and disagreements on social media platforms. This is shown by the greatest 
average retweet rate in cluster 1 and the second-highest hashtag usage rate. It is widely recognized that hashtags on the social 
media platform Twitter serve as a strategic instrument for facilitating the dissemination of various concerns, enabling them to 
gain traction and achieve trending status. 
 
Clustering may need to be applied to larger data sets and incorporate additional keywords so that the characteristics of the 
tweet data are more comprehensive. According to the tweet data used in this study, accounts with a large number of followers 
tend to receive a small number of retweets, and vice versa. The objective of the cluster analysis is to group tweet data that 
exhibits characteristics such as being classed as fake news, containing strong hate speech, having a substantial number of 
followers and retweets, and utilizing hashtags in these tweets. 
 
5. Conclusions  
 
The fake news model was developed using 5,384 data, which were divided into 2,572 fake news data and 2,812 real news 
data, resulting in a F1-score of 95%. In the meantime, the hate speech model was developed using 13,169 data, which were 
divided into 8,708 not-hate-speech data, 2,283 weak data, 1,705 moderate data, and 473 strong hate-speech data, yielding a 
F1-score of 90%. This indicates that the model exhibits strong predictive capabilities. The successful use of the K-Prototype 
algorithm in this study resulted in a significant reduction in the volume of tweet data, from an initial count of 13,183 to 1,791. 
This outcome has considerable importance and warrants further attention, as it can contribute to the mitigation of divisions 
and conflicts on social media platforms. 
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