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 Operational data is always huge. A preprocessing step is needed to prepare such data for the ana-
lytical process so the process will be fast. One way is by choosing the most effective features and 
removing the others. Feature selection algorithms (FSAs) can do that with a variety of accuracy 
depending on both the nature of the data and the algorithm itself. This inspires researchers to keep 
on developing new FSAs to give higher accuracies than the existing ones. Moreover, FSAs are 
essential for reducing the cost and effort of developing information system applications. Merging 
multiple methodologies may improve the dimensionality reduction rate retaining sensible accu-
racy. This research proposed a hybrid feature selection algorithm based on ScC and forward se-
lection methods (ScCFS). ScC is based on stability and correlation while forward selection is 
based on Random Forest (RF) and Information Gain (IG). A lowered subset generated by ScC is 
fed to the forward selection method which uses the IG as a decision criterion for selecting the 
attribute to split the node of the RF to generate the optimal reduct.  ScCFS was compared to other 
known FSAs in terms of accuracy, AUC, and F-score using several classification algorithms and 
several datasets. Results showed that the ScCFS excels other FSAs employed for all classifiers in 
terms of accuracy except FLM where it comes in second place. This proves that ScCFS is the 
pioneer in generating the reduced dataset with remaining high accuracies for the classifiers used. 
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1. Introduction 
 
Feature selection algorithms are essential in machine learning where huge data is needed to solve critical real-life problems. 
Deciding which features are beneficial in prediction can help experts in the domain overcome serious obstacles by developing 
new systems for the given problem.  

Working with big data is time-consuming and could lead to a low amount of accuracy. Many important algorithms are qualified 
to minimize the dimensionality of a given dataset such as Rough Set (RS) theory, Weight-Guided (WG), and Stability-corre-
lation and Correlation (ScC). Merging more than one methodology, which is called hybrid, may also improve the performance 
of the feature selection method to determine the optimal feature subset. The three mentioned feature selection algorithms will 
be used in this research and their results will be compared with the results of the proposed one to test its efficiency. Ignoring 
irrelevant features is important to minimize the size of the dataset which after analysis will improve the performance of the 
data model. This can be examined by different available classification algorithms. Classification algorithms use different 
classification engines that may give different results for the same real-life problem. For this, it is more applicable to apply 
several classification algorithms for the same problem and choose the best of them which is not necessary to be the best for 
all datasets. The following classification algorithms will be used in this research: Fast Large Margin (FLM), Gradient-Boosted 
Trees (GBT), Logistic Regression (LR), and random forest (Cormen, 2009). 
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Filter, wrapper, and embedded are the available three types of feature selection algorithms. (Das et al., 2018; Al-Shalabi, 2022; 
Niu et al., 2020; Guyon & Elisseeff, 2003). As explained by Ma and Xia (2017), filter algorithms emphasize the attributes of 
a dataset that are relevant to the problem itself. The most relevant attributes will be chosen. Such kinds of algorithms are 
simple, fast, and produce effective reducts. The second type is wrapper algorithms. Such algorithms use classification algo-
rithms to estimate the importance of an attribute. If the accuracy of the reduct is high then that attribute is important and it 
will be kept, otherwise, it is not and it should be removed.  All attributes should be tested one by one to form the final reduct. 
This repeated training process is classified as an expensive and complex algorithm but efficient. For more details, the reader 
may refer to (Zhang et al., 2015; Lazer et al., 2012; Kohavi & John, 1997). The third type is embedded algorithms.  In this 
type, the accuracy of attributes is produced by the machine learning model. In the embedded methods, to save computation 
time, the feature selection process is embedded in the learning process stage such that the development of the machine learning 
algorithms and the selection of important features are accomplished simultaneously. 

Filter methods choose significant features based on statistical techniques. Unlike wrapper methods, filter methods are simple 
because they are independent of machine learning algorithms that need high computational time for the training process. For 
this reason, the focus of this research was to use ScC filter algorithm to reduce the size of the given dataset before feeding the 
reduced subset to the wrapper forward selection to build the optimal solution. ScC will help in reducing the complexity of the 
forward feature selection, especially for large datasets. FLM, GBT, LR, and RF were used to test the importance of the pro-
posed algorithm for feature selection. To do so, RS, ScC, WG, and the proposed algorithm were used to generate the reduct 
of the benchmark datasets then the accuracy, F-score, and AUC results were generated for these reducts. A comparison be-
tween the results was accomplished which showed that the proposed algorithm is a pioneer.  
 

The main contributions of this study are three-fold: 

• A pioneer hybrid feature selection algorithm based on ScC filter method and forward selection wrapper method is proposed 
considering the speed of a filter method and the relevance search of a wrapper method. 

• Statistical analysis of the proposed algorithm using a variety of datasets. 
• A comparison between the proposed algorithm and other well-known algorithms. 

The rest of this article is structured as follows. Section 2 illustrates related works. Section 3 explains the feature selection methods, 
classification algorithms, and evaluation methods and metrics used in this study. Section 4 explains the proposed algorithm. 
Section 5 expresses the results achieved. Section 6 represents the conclusion part of the work. 

2. Related Work 

In literature, there are many feature selection algorithms, and all of them are datasets-based efficiency. There are no algorithms 
superior to all kinds of datasets. Comparison between feature selection algorithms is still important to determine the best for 
the given dataset.  There are many measures to do so such as accuracy, recall, precision, AUC, and F-score. Building a 
classification model for the reduced dataset is important to decide the acceptance of the feature selection method based on its 
performance. Feature selection in the field of machine learning has been studied by many researchers for a very long time 
(Cai et al., 2018). Pabuccu and Barbu (2023) investigate the use of feature selection methods for improving the forecasting 
performance of many common machine learning algorithms. Suresh et al. (2022) investigated different methods of feature 
selection to improve the performance of a machine-learning model in the recognition of the onset of Autonomic Dysreflexia. 
Kim et al. (2022) developed an efficient feature selection method using the Reinforcement Learning algorithm by selecting 
features that are effective for classification in most datasets. Tianyi et al. (2023) stated that filter methods are computationally 
more efficient than wrapper methods because they do not involve the construction of machine-learning models. They also 
stated that they are easily adapted to high-dimensional datasets with low computational costs. Al-Shalabi (2022) has proposed 
a feature selection method (ScC) based on correlation and stability. Kang et al. (2023) identified in their study the most 
important features needed to improve the recognition of dental caries and to get the most prediction model via a combination 
of GINI and mRMR techniques. Phyu and Oo (2016) proposed a new feature subset selection algorithm based on a conditional 
mutual information approach.  They concluded that the selected reduct was appropriately important for the learning process. 
Hoque et al. (2018) built a filter method that totaled the scores of several available filter methods. Many published articles 
comparing different filter methods based on accuracy measures can be found in the literature (Liu, 2004; Peng et al., 2005; 
Darshan & Jaidhar, 2018; Bolón-Canedo et al., 2014; Inza et al., 2004). Fleuret (2004) used accuracy and runtime measures 
to compare different filter methods. Cherrington et al. (2019) studied numerous filter methods based on the idea of ranked 
scores and how threshold value can affect the results. Pourpanah et al. (2019) proposed a feature selection method called 
FAM-BSO that combined the Fuzzy ARTMAP model and BSO feature selection method. Sinayobye et al. (2019) proposed a 
hybrid classification method that joins a correlation-based filter method and machine learning classifiers. Bommert et al. 
(2020) showed that no filter method constantly bests the other methods.  Hu et al. (2021) proposed a sequential forward 
selection method based on separability (SFSS) that has superior accuracy and low runtime. Filter and wrapper feature selection 
methods were investigated by Wah et al. (2018) and Xue et al. (2015) using accuracy measures. Other works done by Zhu et 
al. (2007) and Mohtashami and Eftekhari (2019) compared several wrapper methods based on accuracy. Aphinyanaphongs et 
al. (2014) compared filter and wrapper methods for text classification datasets. The three types of feature selection (filter, 
wrapper, and embedded methods) were compared based on the information gain, gain ratio, and correlation performance 
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(Chaudhary et al., 2013) using the naïve Bayes classifier. The three methods were also studied by Bolón-Canedo et al. (2013) 
by comparing the accuracy of several classifiers. Al-Shalabi (2019) proposed a dimensionality reduction method for noisy 
datasets based on grouping the data records into noisy and not-noisy groups and then treating each group separately before 
merging them again. Haq et al. (2021) combined multiple feature selection methods to generate the best reduct. A scalable 
algorithm based on Apache Spark cluster (DQPFS) shows important results for big data feature selection was proposed by 
Soheili and Moghadam (2020). Gong et al. (2022) proposed a hybrid feature selection method based on feature subsets gen-
erated by factor analysis. The method generates feature subsets from the maximum load of each feature through factor anal-
ysis. Then, both sequential forward selection and minimal redundancy and maximal relevance are employed to remove the 
redundancy of each feature subset. Xiao et al. (2021) proposed a hybrid feature selection method that generates the set of 
candidate features by scoring and ranking and then by using a heuristic method to generate the final subset. Yongbin et al. 
(2023) proposed a hybrid feature selection method based on artificial immune algorithm optimization and metaheuristic-based 
search strategy to generate effective features from high-dimensional data. Alhenawi et al. (2023) proposed a hybrid feature 
selection method for microarray data processing that joins an ensemble filter with an Improved Intelligent Water Drop algo-
rithm. Yin et al. (2023) proposed a hybrid feature selection method for multi-class network anomalies using a multilayer 
perceptron network and a combination of information gain and random forest methods. Other work can be found in (Asghari 
et al., 2023; Kamalov et al., 2023; Mienye & Sun, 2023). 
 
3. Methods 
 
The preparation for this study starts by making all resources available: the datasets, the state-of-the-art feature selection algo-
rithms, the classifiers that will be used to build the model, and the performance measures that will be considered. All of them 
are needed to test the performance of the proposed algorithm. 

3.1 Data 

A collection of nine famous different sizes datasets from several domains was determined and prepared for statistical analy-
sis. Table 1 summarizes them as shown below. 

Table 1  
Description of the Datasets. 

Dataset # features # examples 
Phishing 30 11055 

SpamBase 57 4601 
Messidor 19 1151 

SGC 20 1000 
Austra 14 690 

Pop-Failure 20 540 
Iono 34 351 

Heart Disease 13 270 
Sonar 60 208 

3.2  Feature Selection Methods 

Feature selection methods discover the key features from a given dataset. The reduced dataset usually has high accuracy, the 
same or higher than the accuracy of the original dataset.  Having a few features always improves the efficiency of the algo-
rithm.  All feature selection methods used in this research are explained below. 

Rough set theory: It is one of the important feature selection algorithms used in the field of data mining and machine learning. 
It uses the concept of a discernibility matrix to generate a reduced list of features (Velusamy and Manavalan, 2012). The 
matrix finds both the vital and non-vital features. The theory can generate several reduced lists called reducts. Each list may 
have a different combination of features and the intersection between these lists is called the core. Let's say that SF is a list of 
all significant features, CF is the list of all conditional features, DS is the original dataset and γ is the quality of classification, 
then γSF(Reduct) = γCF(DS) (Velayutham and Thangavel, 2011). Generated reducts are defined as follows: 

Reductall ={SF | SF ⊆ CF, γSF (Reduct) = γCF (DS)},   (1) 
 
The minimal reduct MR is in high demand if its quality of classification is also high. It satisfies MR ⊆ Reductall, such that: 

Reductall ={SF| SF ⊆ Reductall , ∀Y ∈ Reductall ,| SF |≤| Y |},   (2) 

The theory was used by many researchers for many real-life problems. RS was used in many studies such as predicting the 
performance of students at a university level (Al-Shalabi, 2016), crime perception (Al-Shalabi, 2017), solving missing data 
in datasets (Al-Shalabi, 2019), and evaluation of the COVID-19 vaccine (Al-Shalabi, 2022).               
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Stability-correlation and correlation: It is a feature selection algorithm developed by merging the stability and correlation 
aspects (Al-Shalabi, 2022) to generate a minimal set of significant features with high accuracy. Let's DS = (T, CF, V, f), where 
DS is the original dataset, T is a finite set of tuples, CF is a finite set of features, V = ∪F∈CF, Vn is a domain of feature F, 
and f: T × CF → V is a total function such that f(t,F) ∈ Vn for every F ∈ CF, t ∈ T. Let γ(Redmin) is the accuracy of the minimal 
reduct produced by ScC where Redmin ⊆ CF and γ(Redmin)≥ γ(DS) then Redmin is called the reduct of DS and is denoted by 
Red(DS). 

Weight guided: It is one of the feature selection algorithms used in the field of machine learning. Attributes are given weights, 
and these weights are used as input to the algorithm. The algorithm then is used to determine the order of features added to 
the reduction list where the highest weight is added first. The algorithm repeatedly adds weights if there are features still not 
added or if an addition to the reduction list does not increase the performance (Ringsquandl et al., 2015). Al-Shalabi and 
Tahhan (2020) have used this method in their work. 

Forward Selection (FS): Forward selection is a search strategy to find important features (Reunanen, 2006). It is an iterative 
wrapper algorithm that starts with having no feature in the subset. In each iteration, one feature is added to the subset that best 
improves the model. The new subset is trained by a learning method, and the performance measure is calculated. The algorithm 
keeps iterated until no new feature improves the performance of the model. In this work, RF works well in training datasets 
and IG is one of the measures used to choose the best-split feature in the RF. Cross-validation is also used for the performance 
measure of the subset.  

3.3  The Classification Methods (CM) 

Classification methods are important to build and test a model for a specific real-world classification problem. Different 
methods build a classification model in different ways, so they give different performances.  The performance of the model 
also depends on the input data type, size, structure, noise, and others and can be evaluated by many measures as explained 
earlier. LR, FLM, RF, and GBT were used to test the performance of the proposed feature selection method by creating its 
classification model as well as the other feature selection methods (RS, WG, and ScC). RapidMiner tool, which is a famous 
tool for data mining was used for this purpose using a 10-fold cross-validation.  

Logistic regression: It is a supervised machine-learning method that models the probability of classification labels. It is a 
popular method for analyzing a given yes/no question and introducing answers to determine whether a dependent variable 
supports the result. Peng et al. shows that LR has ordinal, binary, binomial, and multinomial types (Peng et al., 2002). 
 
Fast large margin method: This is a popular method for a linear support vector. It can be classified as linear SVM (Nayak 
et al., 2020). The method is used with massive datasets. It is an SVM-Like method, and it is fast with only O(n) complexity.   
 

Random forest: It was proposed by Breiman (2001) as one of the important methods used to build a collection of tree-based 
classifiers. It is formed by choosing randomly a small set of input variables to split on. This process will be implemented at 
each node. It employs regression as well as classification problems. Various decision trees are generated during the training 
process and a common class of distinct trees is chosen for classification (Al-Shalabi et al, 2006; Quinlan, 1989).  

 

Gradient-boosted tree: This is an advanced decision tree method that enhances the accuracy of sequentially produced trees. 
The trees are grown using gradient descent optimization. GBT can handle linear and non-linear relationships as well as com-
plex interactions between features (Luekiangkhamla et al., 2023). 

3.4  Performance Metrics 

The previously introduced ML classification techniques were applied to datasets mentioned in Section 3. During the process 
of feature selection, the four FSAs mentioned earlier were used for the classification problems. To evaluate and compare the 
performance of the proposed model, the accuracy, F-score, and AUC metrics were used. Besides that, IG and cross-validation 
are used in generating and testing the performance of the proposed hybrid method. They are all summarized below. 

Accuracy: It evaluates the model of a given reduct. The higher the value is, the more accurate the model and consequently 
the more useful the reduct.  It can be calculated by dividing the number of correct classification tuples (true positives (TP) 
and true negatives (TN)) by the total number of input tuples (TP, TN, false positives (FP) and false negatives (FN)) as 
shown in formula 3. Acc = 𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 (3) 

AUC: It measures the capability of the classifier to distinguish between positive and negative classes. The higher value of 
the AUC indicates the superior functioning of the classifier.  

F-score: Combines the recall (R) and precision (P) measures. Precision computes the percentage between the positive tuples 
to all tuples projected as positive. Whereas the recall computes the percentage between the positive tuples to all tuples that 
should have been projected as positive as shown below. 
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𝑅 = 𝑇𝑃𝑇𝑃 + 𝐹𝑁 (5) 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑃 × 𝑅𝑃 + 𝑅 (6) 

Information gain and information gain ratio: Information gain is a mathematical procedure used in machine learning for 
feature selection. It represents the amount of information acquired during a certain decision. It uses entropy to measure the 
uncertainty amount which is then used for making decisions to decide about the best split in decision trees and random forest. 
Entropy explains the amount of information: if it is low then the amount of information is high which gives a better split and 
vice versa.  Mathematically, for the given dataset DS, the information gain of a feature F with c classes is calculated using 
Eq. (7). 

𝐼𝐺ሺ𝐹ሻ = 𝐸𝑛𝑡(𝐷𝑆) −  𝐷𝑆𝐷𝑆 + 𝐸𝑛𝑡(𝐷𝑆)
ୀଵ  

 
(7) 

 

where Ent(DS) describes the entropy of class labels, DSi/DS describes the proportion of the number of occurrences of each 
value on feature F, and Ent(DSi) is the entropy of ith feature value calculated by splitting the dataset DS using the feature F. 
The entropy is calculated as in Eq. (8): 
 𝐸𝑛𝑡(𝐷𝑆) = − 𝑝 𝑙𝑜𝑔ଶ(𝑝)ୀଵ   (8) 

where pi is the probability of class i in the dataset DS for c classes. If the feature F has a high information gain value, then it 
is significant to the target variable. 

The Split Information (SI) value is an integer positive value that explains the possibility of splitting a branch from a node. It 
represents an intrinsic value that will be used to eliminate the bias in the Information Gain Ratio (IGR) calculation. The SI is 
calculated as in Eq. (9): 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑋) = −  𝑁(𝑡)𝑁(𝑡) + 𝑙𝑜𝑔ଶ 𝑁(𝑡)𝑁(𝑡)
ୀଵ  

 

(9) 

where X represents a random variable with possible values x1, x2, …, xi, and N(ti) is the number of times that ti occurs divided 
by the total number of occurrences N(t) where t is the set of occurrences. The information gain ratio is the ratio between the 
information gain and the Split Information value which considers both the IG and the feature's number of results to determine 
the best feature to split the branch from the node. IGR is calculated as in Eq. (10):  𝐼𝐺𝑅(𝐹) = 𝐼𝐺(𝐹)𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛(𝑋) (10) 

Cross Validation: This method is used to estimate the accuracy of the learned model. The dataset is partitioned into n equal 
subsets. One subset is chosen as the test subset and the remaining n-1 subsets are used for training. The cross-validation 
procedure is repeated n times and each of the n subsets is employed exactly once as the test data. The average of the n results 
from the n iterations is generated to give a single evaluation for the unseen dataset.  

 

4.The Proposed Method 
 

A new hybrid feature selection algorithm based on ScC and forward feature selection algorithms was proposed in this work. 
The goal is to minimize the dimensions of the original dataset by considering the most relevant features and to enhance the 
detection of the classification output. To the best of my knowledge, this study is new, and its results are greatly important and 
comparable to other methods.  The proposed method first utilizes the ScC filter-based method that implements both the cor-
relation and the stability for its simplicity and ability to identify the most significant features within the input dataset. Selected 
features are passed to the forward feature selection wrapper-based method that implements both the IGR and the RF. The 
subsequent wrapper method was selected for its ability to explore the complex search space of possible feature subsets. Both 
ScC and forward feature selection techniques have proven their capability to enhance feature selection and classification 
performance for several combinatorial problems. In the context of this study, the elements of ScC and the forward feature 
selection methods were chosen. Firstly, the combination of correlation and stability creates a vector with highly significant 
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features that fed to the correlation process again to create the most relevant subset based on specific criteria.  In the second 
part, the forward feature selection method receives the vector of the highest-informative features from the ScC and iteratively 
selects them one by one. Each feature is evaluated individually using the IGR. In each iteration, RF trains the subset that is 
initially empty, and IGR makes the decision to keep or reject it. The feature that enhances the model performance when merged 
with the previously selected features is picked and added to the subset. The process can only stop if no further improvement 
is observed in the model or when no more features are to be tested. The third part, the optimal subset is evaluated by several 
classifiers.   
 

Let DS be the original dataset DS = (R, A, D, fun), where R is a finite set of records in the original dataset, A is a finite set of 
attributes, D = ∪a∈A, Vn is a domain of attribute a, and fun: R×A→D is a function such that fun(r,a)∈Dn for every a∈A, r∈R. 
Let γ(Subset) be the accuracy of the subset generated by ScCFS where Subset⊆A and γ(Subset)≥ γ(DS) then Subset is called 
the optimal subset of DS and is denoted by Subset(DS). The process of the proposed ScCFS algorithm can be outlined through 
the following steps and is shown in Fig. 1: 

 

1) ScC highly correlated features: the original dataset DS will be entered into the ScC algorithm, and each feature will 
be tested based on its correlation with the target feature and its stability. All features that satisfy a predefined thresh-
old will be added to the reduced subset named Subset.   

2) Wrapper forward feature selection: building this method by combining the random forest classifier for training the 
input received from step 1 with the information gain ratio as a criterion for selecting the most informative feature. 
The process will be iteratively conducted until it discovers optimal subsets of features. 

3) Random forest: it uses a rule-based approach and is based on ensemble learning. It improves accuracy by reducing 
the variance and overfitting. Moreover, it can work with continuous and categorical variables. The random forest 
was also chosen because it can handle noise in the dataset. It is very efficient in producing a robust subset of features. 
The only difficulties while using it are its complexity and long training time. The proposed method overcomes these 
difficulties by reducing the search space by the ScC algorithm. 

4) Information gain ratio: It acts as a measure that will evaluate the importance of the feature for splitting the tree by 
calculating the weight of features with respect to the classification feature.  

5) Cross-validation: It is used to measure the performance of each subset in each iteration to accept or reject the feature. 
It gives the average model of fitness which will be used for predictive performance. 

6) Model evaluation: The model's performance is evaluated using LR, FLM, RF, and GBT validation techniques to 
ensure the generalization fitness of the chosen features. 

7) Iterative refinement: the process can be refined, and the methodology continuously iterates and adds new features 
until it finds the best feature subset. 

The following algorithm describes the proposed model: 

Algorithm 1: Feature selection 
Input: ODS 
Output: The reduct Subset 

Let A={A1, A2, …, An} be the list of attributes of the ODS, S is the stability of the attribute and r is the correlation with respect 
to the predictive attribute, S1 and S2 are the first and the second subsets where S2 is generated from S1. Let F={F1, F2, …, 
Fn} be the list of S2 features, and let Per(Sub) be the evaluation metric for the iteratively updated subset Sub. The performance 
is given by training the model using RF which uses IGR to split the node. Subset is the optimal reduct generated by the 
proposed algorithm. 

α=0.35// Stability value 
β=0.1// first round correlation value 
λ=0.05 // second round correlation value  
PP=0 // predictive performance initially is 0 
Subset←∅ 
Sub←∅, S1←∅, S2←∅ 
 

for each value Ai in A 
if SAi < α or (SAi ≥ α and rAi ≥ β) then 

S1←S1 ∪ Ai 
for each feature Fi in F  
      Sub ← Sub ∪ Fi  
      if Per(Sub) > PP  
              PP←Per(Sub)  
             Subset← Sub  
      else  
        Sub← Sub - Fi  
return Subset 
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Fig. 1. The framework of the proposed hybrid feature selection model 

5. Experimental results  
 

This section explores a comprehensive analysis to present the efficiency of ScCFS.  Nine benchmark datasets from different 
fields and different sizes were used. A 10-fold cross-validation method was employed to train and test these datasets. The 
ScCFS method was compared against WG, RS, and ScC feature selection methods using LR, FLM, RF, and GBT classifiers 
in terms of accuracy, reduction rate, AUC, and F-score. The reduct that gives the best evaluation, mainly accuracy, is the 
preferred one. Table 2 shows the reduction rates of all datasets and their percentages whereas Table 3 shows the accuracies 
given by the five classification methods and are illustrated in Fig. 2. Table 4 shows the performance of the F-score and is 
illustrated in Fig. 3 whereas Table 5 shows the result of the AUC, and it is illustrated in Fig. 4. Best-performing results 
highlighted in bold. 

Table 2  
The reduction rate of all algorithms used.   

RS WGFS ScC ScCFS 
Dataset Original Reduced % Reduced % Reduced % Reduced % 
Austra 14 7 78.6 12 85.7 9 64.3 13 93.9 

Heart Disease 13 10 76.9 7 53.9 8 61.5 10 76.9 
Phishing 30 7 23.3 29 96.7 25 83.3 25 83.3 

Sonar 60 38 63.3 50 83.3 39 65 56 93.3 
iono 34 18 52.9 31 91.2 26 76.5 29 85.3 
SGC 20 18 90 17 85 19 95 19 95 

SpamBase 57 40 70.2 45 78.95 51 89.5 51 89.5 
Messidor 19 15 79 15 79 16 84.2 16 84.2 

Pop-Failure 20 18 90 15 75 18 90 18 90 
 

Results of the models generated by the classifiers that trained the reducts produced by the ScCFS are highlighted. For austra 
reduct, the accuracy of FLM was the highest among all other feature selection methods and was also higher than the accuracy 
of the original dataset. For heart disease reduct, GBT led the accuracy. For phishing reduct, the accuracy of the RF excelled. 
All the classifiers produced the highest accuracies for sonar, spam, and pop-failure reducts. For iono reduct, the accuracy 
given by LR and RF was the highest. By training the SGC reduct, all the classifiers produced higher accuracies except for the 
GBT with a very low difference (0.1%). For messidor reduct, the accuracy is led by RF over other methods. 

Table 3  
The accuracy of each classifier using the reduct generated by each Feature Selection Method (FSM). 

CM/ 
FSM 

FSM Austra Heart 
Disease 

Phishing Sonar Iono SGC SpamBase Messidor Pop-
Failure 

points priority 

LR Original 0.8531 0.7942 0.9307 0.2788 0.8500 0.7343 0.6164 0.6231 0.9157    
ScCFS 0.8682 0.8717 0.9047 0.7288 0.8600 0.7018 0.8851 0.5303 0.9157 6 1 

  RS 0.8579 0.6758 0.9313 0.5258 0.7800 0.6644 0.5548 0.6708 0.9157 3 3 
  WGFS 0.6953 0.7650 0.5570 0.6621 0.6500 0.6958 0.6768 0.5394 0.9157 1 4 
  ScC 0.8678 0.9092 0.9047 0.7000 0.8600 0.7018 0.8851 0.5303 0.9157 5 2 

FLM Original 0.5556 0.8567 0.9307 0.7288 0.8400 0.7018 0.7146 0.7561 0.9222    
ScCFS 0.8682 0.7800 0.9126 0.7333 0.7900 0.7018 0.8227 0.5410 0.9290 5 2  

RS 0.6396 0.6542 0.9310 0.5409 0.7700 0.6574 0.4247 0.6522 0.9157 2 3  
WGFS 0.6396 0.6900 0.5570 0.5500 0.6500 0.6888 0.7688 0.6442 0.9157 0 4  

ScC 0.7819 0.8700 0.9126 0.7333 0.8400 0.7018 0.8227 0.5410 0.9290 6 1 
RF Original 0.8782 0.7675 0.9253 0.6833 0.9500 0.7204 0.6621 0.5303 0.9157    

ScCFS 0.8682 0.7950 0.9256 0.7273 0.9400 0.7018 0.8813 0.5915 0.9157 7 1 
  RS 0.8579 0.6883 0.9237 0.7136 0.9400 0.7018 0.7329 0.5793 0.9157 3 2 
  WGFS 0.7010 0.7167 0.5570 0.5758 0.8500 0.7018 0.7123 0.5714 0.9157 2 3 
  ScC 0.8733 0.8442 0.9256 0.7167 0.9100 0.7018 0.8813 0.5915 0.9157 7 1 

GBT Original 0.8326 0.8050 0.9405 0.7470 0.9000 0.7474 0.6271 0.5305 0.9157    
ScCFS 0.8682 0.8600 0.9246 0.6939 0.9200 0.7018 0.6903 0.6191 0.9157 5 1  

RS 0.8477 0.7033 0.9332 0.6833 0.9200 0.7018 0.6058 0.7121 0.9157 3 3  
WGFS 0.6701 0.7517 0.5570 0.6773 0.8300 0.7028 0.6167 0.6707 0.9157 2 4 

  ScC 0.8586 0.8208 0.9246 0.6773 0.9300 0.7018 0.6903 0.6191 0.9157 4 2 
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Rather than accuracy, the F-score and AUC show the importance of ScCFS through their performance results.  As shown in 
Tables 4 and 5, the best priority is given for each feature selection algorithm based on the number of higher F-score or AUC 
values as points out of 9 (datasets). In all the classifiers, the score of the F-score put ScCFS in the highest priority. Out of the 
nine datasets, 7 had the highest values of F-measure for RF and GPT whereas they were 6 for FLM and 4 for LR. The same 
procedure was applied to AUC values and even accuracy. Table 5 shows that ScCFS led other methods for all classifiers 
except for RF. Table 3 shows that the proposed method excels other methods for all classifiers except FLM where it comes 
in second place.  
 
The results of the experiments proved that ScCFS is the pioneer in choosing the best reduct that offers high accuracy, F-
measure, and AUC. ScCFS surpassed the other experimented feature selection algorithms mentioned.  

 

Fig. 2. The accuracy rate of the hybrid approach using all the datasets 
Table 4  
The F-score rates for the reducts of the nine datasets given by the four classifiers 

CM/ 
FSM 

FSM Austra Heart 
Disease 

Phishing Sonar Iono SGC SpamBase Messidor Pop-
Failure 

points priority 

LR ScCFS 0.869 0.901 0.926 0.790 0.898 0.815 0.889 0.611 0.979 4 1 
  RS 0.862 0.7402 0.939 0.640 0.830 0.792 0.420 0.682 0.956 1 2 
  WGFS 0.762 0.8052 0.715 0.640 0.788 0.813 0.770 0.683 0.956 0 3 
  ScC 0.890 0.9244 0.919 0.717 0.855 0.789 0.906 0.693 0.956 4 1 

FLM  ScCFS 0.869 0.842 0.927 0.757 0.846 0.811 0.902 0.745 0.986 6 1  
RS 0.719 0.7123 0.939 0.617 0.825 0.786 0.096 0.698 0.956 1 2  

WGFS 0.695 0.7494 0.715 0.419 0.788 0.812 0.774 0.722 0.956 1 2  
ScC 0.803 0.8938 0.925 0.749 0.839 0.789 0.865 0.697 0.962 1 2 

RF  ScCFS 0.869 0.845 0.931 0.785 0.956 0.830 0.795 0.693 0.956 7 1 
  RS 0.862 0.7531 0.932 0.763 0.955 0.825 0.812 0.562 0.956 1 3 
  WGFS 0.722 0.7665 0.715 0.487 0.890 0.825 0.787 0.631 0.956 1 3 
  ScC 0.843 0.8712 0.930 0.738 0.928 0.825 0.905 0.444 0.956 3 2 

GBT  ScCFS 0.869 0.964 0.945 0.747 0.941 0.847 0.830 0.725 0.976 7 1  
RS 0.854 0.7613 0.974 0.720 0.941 0.825 0.755 0.747 0.956 3 2  

WGFS 0.761 0.7826 0.715 0.683 0.878 0.822 0.763 0.716 0.956 0 3 
  ScC 0.866 0.8339 0.941 0.699 0.907 0.789 0.658 0.715 0.956 0 3 

 
 

  
Fig. 3. The F-Score results Fig. 4. The AUC results 
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Table 5  
The AUC rates for the reducts of the nine datasets given by the four classifiers. 

CM/ 
FSM FSM Austra Heart 

Disease Phishing Sonar Iono SGC SpamBase Messidor Pop-
Failure 

Points priority 

LR ScCFS 0.860 0.904 0.919 0.674 0.860 0.744 0.956 0.809 0.926 4 1 
 RS 0.851 0.743 0.980 0.718 0.782 0.491 0.936 0.747 0.388 1 2 
 WGFS 0.763 0.874 0.502 0.695 0.558 0.615 0.921 0.787 0.464 0 3 
  ScC 0.923 0.923 0.968 0.769 0.822 0.697 0.948 0.834 0.867 4 1 

FLM  ScCFS 0.860 0.918 0.925 0.809 0.788 0.617 0.945 0.824 0.921 5 1 
  RS 0.683 0.707 0.980 0.630 0.771 0.495 0.918 0.740 0.362 1 3 
  WGFS 0.674 0.794 0.502 0.662 0.378 0.625 0.887 0.798 0.327 0 4 
  ScC 0.859 0.904 0.969 0.792 0.842 0.697 0.925 0.832 0.867 3 2 

RF ScCFS 0.860 0.868 0.934 0.771 0.947 0.719 0.931 0.685 0.720 1 3 
  RS 0.828 0.718 0.982 0.765 0.963 0.490 0.826 0.606 0.478 2 2 
  WGFS 0.748 0.817 0.502 0.731 0.917 0.619 0.813 0.643 0.598 0 4 
  ScC 0.899 0.891 0.974 0.797 0.887 0.678 0.943 0.714 0.876 6 1 

GBT  ScCFS 0.860 0.866 0.941 0.694 0.694 0.725 0.945 0.793 0.920 5 1 
  RS 0.870 0.706 0.996 0.787 0.964 0.549 0.811 0.776 0.597 2 2 
  WGFS 0.688 0.827 0.499 0.742 0.874 0.664 0.761 0.718 0.572 0 3 
  ScC 0.908 0.829 0.978 0.834 0.908 0.697 0.941 0.765 0.888 2 2 

6. Conclusion  
 

In this research article, a new important hybrid feature selection algorithm labeled ScCFB was introduced. This algorithm is 
based on two important elements: the ScC method and forward feature selection. Important features were identified based on 
the power of both ScC filter method and the forward feature selection wrapper method. The reduced subset generated by ScC 
is fed to the forward feature selection method to generate the final reduct.  To evaluate the significance of the proposed 
algorithm, it was compared to RS, ScC, and WG feature selection algorithms in terms of accuracy, F-measure, and AUC. The 
experiments included nine well-known datasets and LR, FLM, RF, and GPT classifiers. Results showed that the proposed 
algorithm is merit as it gives better results than the others.  

Finally, it is important to conclude that the proposed algorithm is the pioneer in helping governments, public, and private 
sectors to enhance their model performance. The proposed algorithm can be extended to manage semi-structured, unstruc-
tured, and unbalanced datasets.  
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