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 Social Engineering (SE) Attacks against information systems continue to pose a potentially dev-
astating impact. Security information systems are becoming increasingly significant as the number 
of SE incidents rapidly increased and became more aggressive than before. The World Wide Web 
(WWW) has evolved for information exchange and knowledge-sharing. It enables the sharing of 
information in a timely, effective, and transparent manner. Identity theft and identity misuse are 
two sides of cybercrime in which hackers and fraudulent users collect sensitive information from 
current legal users in order to perform fraud or deceit for financial gain. Malicious links are used 
as phishing methods, in which malicious links are planted beneath legitimate-looking links. As 
the number of web pages grows, the number of malicious web pages and the attacks of such be-
come more complex. In this paper, we provide a method for identifying malicious web pages 
using a crawling and classification approach that helps to support the automatic discovery of the 
malicious links. The proposed approach can successfully complete the crawling session even if 
the page requires partial page refreshment and authentication credentials. The evaluation of the 
proposed approach shows a higher accuracy compared to an existing approach with an overall 
accuracy of 72% in three custom applications. Moreover, the proposed approach will calculate the 
significance and the impact severances of each link on the website and it better differentiates 
malicious web pages and normal links. The results of the proposed approach will also help in 
providing a set of recommendations which can increase the awareness level of the end-users, 
website administrators on how to better deal with these types of SE attacks. 
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1. Introduction 
 

Before 1999, people were only readers of Web content and the Internet was regarded as a fancy tool that only professionals, 
computer-savvy users, and “nerds” could play with. During that time, the number of Internet users was less than 5% of the 
population globally; however, cyber-attacks have grown exponentially due to recent developments in the Web. These mali-
cious URLs are widely used to send different types of attacks, with examples including malware, spam, and phishing and the 
detection and identification process of these threats are very hard (He et al., 2018; Wang et al., 2017; Al-Sherideh et al., 2018; 
Al-Sherideh et al., 2020). The emerging Web applications and content services with smart search facilitates the job of adver-
saries to use the Internet as a medium to spread malicious attacks, such as spamming, malware infection, and phishing (Al-
Mousa, 2021). Phishing, for example, usually entails using a fake website that appears to be from a reliable source to trick 
people into clicking a connection that leads to a fake website. Many researchers in academia and industries have been working 
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on malicious link detection to address this challenge, typically through inspecting links to detect their malicious content (Al-
Mousa et al., 2020; Rasmi & Al-Qawasmi, 2016; Al-Mousa et al., 2022; Saxe et al., 2018). 

Today, many malicious links are found on the Web. And because of the high rate of joblessness worldwide, job-seeking 
websites are becoming popular as they are convenient and economical (He et al., 2018; J. Liu et al., 2018). One can quickly 
get a space with a publisher such as Jobbeman.com and place adverts for job vacancies. On the other hand, many people rely 
heavily on those websites to have information about available job vacancies in order to apply. This information can help 
hackers and attackers find web links to be low-cost and highly effective in conducting malicious activities (Wang et al., 2019; 
Wang et al., 2017; Wang et al., 2017). 

This paper will focus on detecting malicious links found on job-seeking websites so that a publisher or administrator of such 
websites would be able to identify and block those URLs containing such links before any job seeker visits them and gets 
trapped. 

2. Related Work 

Social Engineering (SE) refers not to strategies but to the art of using human psychology to gain access to private data. In 
order to let workers, know their password instead of trying to find a flaw inside a program or technology, they may, for 
instance, call an employee to act as an IT support person (Singh & De, 2017). Attacks can be detected but not avoided, as 
verified by the authors of (Saxe et al., 2018) SE attacks take advantage of sacrifices to gain sensitive information, which later 
can be used to unique results. With the widespread use of large-scale data that has drastically altered the way organizations, 
businesses, industry’s function, assailants/adversaries can take advantage of them to capitalize on useful knowledge for busi-
ness purposes (Paananen et al., 2020). With smart search web apps, opponents may use the Internet as a means to spread 
malicious attacks, including spamming, malware infection, and phishing. The most common attacks committed by SE are 
phishing attacks (Adi et al., 2017; Sahoo & Gupta, 2019; Silva et al., 2020) the goal is to acquire private and sensitive data 
through telephone calls or emails fraudulently from intended purposes. Victims are misled by attackers in order to gain private 
and sensitive information. False pages, emails, advertisements, virus-free applications, scareware, etc. However, technology 
cannot avoid such a form of attack, and a SE with no security expertise can easily trick even a robust security system. Fig. 1 
Shows SE attacks classifications; they can be classified into different categories based on several perspectives. 

Fig. 1. SE Attacks Classifications. 

As a result of the influx of information, crime has increased and offenders have made use of certain technologies and envi-
ronments, both in space and in the real world. The most common form of cybercrime is Credit card fraud, with spoof websites 
and viruses’ examples of internet crime. Hacking, network interference, and spreading malicious code that result in phishing 
crime is gaining momentum every day. Currently, millions of people use the Internet to connect to perform legal activities. 
Since web attacks are becoming more frequent, it's important to figure out what's causing them (Almasalha et al., 2018). In 
this regard, URL classification has piqued the interest of many privacy and security researchers. Phishing is a problem in-
volving fake e-mails in which naive users are drawn in by malicious websites, which then gain access to the user’s personal 
details. However, most websites today are not secure enough to prevent fishing activities that can quickly trick their visitors. 
Alqahtani and Alsulaiman (2020) highlight a framework that uses machine-learning to detect malicious URLs. They concen-
trate on optimising the use of manually defined features accuracy in detection (Mahdavinejad et al., 2018), which is also 
concerned with detecting malicious code. However, while the first of these is based on URLs, the second is not: the first is 
based on a manual feature engineering approach, while the second is based on a computer-aided feature engineering approach, 
which shows that learning features from raw data using a deep learning algorithm is possible. The efficiency of a neural 
network is improved. Hosseini et al. (2019) make use of URLs as a signal of identification, but also include other data to 
extract handcrafted data, such as URL referrers within web links features, which they provide as feedback to both SVM and 
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machine-learning and classifiers based on K-nearest neighbours. The studies of An et al. (2020) and  Xu et al. (2020) provide 
examples of a body of work that attempts to manually removing features from malicious web content from HTML and Ja-
vaScript, and accordingly place them into one of two applications: the detection method, based on machine-learning or heu-
ristics. Chen & Zhou (2020) suggest a method for extracting a broad range of features from a dataset of static HTML and 
JavaScript material on the website, and then feed machine-learning algorithms, which will use this data. They direct their 
efforts to include a number of different features and learning algorithms to compare and contrast their relative merits. Dai, 
Liu & Zhang (2020) are opposed to machine-learning and accordingly propose heuristics for detecting malicious code that 
are manually specified HTML, which is also built on static functionality. 

Buldas et al. (2020) also make use of a heuristic-based system, but one that takes advantage of both to extract high-quality 
data, using a JavaScript emulator and an HTML parser characteristics Similarly, Singh et al.,2020  propose a web crawler 
with an integrated search engine embedded JavaScript de-obfuscation and de-compilation engine analysis with the goal of 
aiding in the detection of malicious content. A new approach to handling websites for phishing was proposed by Sadeghi et 
al.,2015 with the use of data mining and fluid logic to protect internet users when carrying out online transactions. In order to 
construct a model to predict websites using fuzzy data mining, it was employed to evaluate the likelihood of e-banking web-
sites based on 27 features. In this model, there is an approach that has been multi-layered, with each layer including a collection 
of rules for categorising websites into five categories: very legitimate. 

Another phishing detection method by Chin et al. (2017) uses a neural network, a technique of machine-learning. Since emails 
appear to come from a trusted source, many attacks by phishing users are unknown. In order to detect phishing attacks, a 
range of e-mails are analysed. The detection model integrates feed-forward neural networks through the collection and spec-
ification of a set of email-structure-related features and external connections (NNs). This model of NN has one layer of input 
and one layer of output. The technology extracts features to classify them during preprocessing before using a neural network. 
Bunder et al. (2018) suggest a mix of whitelist and visual approaches to countering phishing attacks. A SURF detector is a 
technique for computer vision extracting a main feature set from fraudulent and targeted websites. To start with, a whitelist 
of all valid URLs is created, which is then compared with the accessed URL. If they're the same, the website is thought secure; 
however, if the given URL is not included in the whitelist, SURF detection will kick in. The legitimate and suspicious pages 
are compared using a degree of similarity. If the semblance value is greater and the opposite way around the Web page is 
considered. Phishing and Social Engineering attacks (Yasasin et al., 2020) make users share private or delicate details by 
saying that they are legitimate web pages. Spam is the use of unwanted ads or phishing messages. Such attacks occur in large 
amounts and every year cause thousands of dollars of damage. Effective systems for timely detection of these malicious URLs 
can help to meet many and a variety of cyber-security threats. A content-based policy CANTINA is a program that detects 
phishing web links. Web spam is an issue associated with websites that have falsely generated pages. When a user clicks on 
a spam URL, it redirects them to dangerous pages that appear to be very real, but actually drives traffic to pages that are used 
for fun, benefit, or to mis-advertise people. Various methods are used in conjunction with classification algorithms to inspect 
certain spam pages or classify these malicious sites. 

3. Proposed Awareness Model 

Adversaries have used the Web as a vehicle to deliver malicious attacks such as phishing, spamming, and malware infection. 
For example, phishing typically involves sending an email seemingly from what appears to be a trustworthy source to trick 
people to click a URL (Uniform Resource Locator) contained in the email that links to a counterfeit webpage. This paper 
proposes a malicious links detector, which consists of crawling, detection, classification, and reporting. This component con-
tains the basic building blocks for the proposed malicious connection detector. These components are viewed as modules, 
classes, objects, or a collection of similar functions during the implementation stage. The proposed malicious link detector 
architecture is shown in Fig. 2. 

 

Fig. 2. The Architecture of Proposed Malicious link Detector 
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The components of the proposed malicious link detector can be explained as follows: 

1. When a user provides a seed URL in the system, the second part, known as the crawler, takes the URL and gathers 
information about the target Web application's layout, as well as possible potential malicious relative links. 

2. The third part, known as the detection test, is where the injection of all relative’s links are gathered and stored for 
further assessment. 

3. The fourth part is the classifier that consists of a pattern of malicious links, which is then used to compare a previously 
stored link in the third part. The link stored in the third part is considered malicious when it contains suspicious 
features identified in the classifier.  

4. The last part is called reporting. In the reporting part, all potential malicious links detected are displayed.  
 

Algorithm design is one of the basic elements of software design. It describes steps, processes, series, variables, and decisions 
that are required to bring built software into reality. The ability to analyse and visualise the solution in a more realistic manner 
is practical by having an algorithm developed. To make the proposed malicious link detector easier to implement, its compo-
nents must be separated into a set of process and decision phases. The complexity of implementing the planned algorithm will 
be reduced as a result. The proposed malicious links detector is given in Algorithm 1. 

Algorithm of Proposed Malicious Link Detector 
1. Start  
2. 𝑐𝑟𝑎𝑤𝑙𝑖𝑛𝑔 ← ሼseed urlሽ   // extract all the relative links available in a given website by using Jsoup 
3. 𝑖𝑓 𝑎𝑢𝑡ℎ𝑒𝑛𝑡𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑  
4. 𝑏𝑦𝑝𝑎𝑠𝑠  ← ሼ𝑎𝑡𝑡𝑎𝑐𝑘 𝑐𝑜𝑑𝑒𝑠 𝑡𝑜 𝑏𝑦𝑝𝑎𝑠𝑠ሽ   //using brute-force method and a number of attacks is provided in Knowledge base da-

taset for login authentication bypassing 
5. 𝑒𝑙𝑠𝑒  
6. 𝑒𝑥𝑡𝑟𝑎𝑐 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑙𝑖𝑛𝑘𝑠 ← ሼ𝑠𝑒𝑒𝑑 𝑢𝑟ሽ 
7. 𝑒𝑛𝑑 𝑖𝑓 
8. 𝑠𝑡𝑜𝑟𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑙𝑖𝑛𝑘𝑠 ← ሼ𝐷𝑎𝑡𝑎𝑏𝑎𝑠𝑒 𝐴ሽ // store the extracted relative links from the given website 
9. 𝑠𝑡𝑜𝑟𝑒 𝑘𝑛𝑜𝑤𝑙𝑒𝑑𝑔𝑒 𝑏𝑎𝑠𝑒𝑑 ← ሼ𝐷𝑎𝑎𝑏𝑎𝑠𝑒 𝐵ሽ // Knowledge base dataset 
10. For 𝐴ሾ0ሿ 𝑡𝑜 𝐴ሾ𝑛ሿ 𝑑𝑜 // detection and classification process  
11. Check for the pattern match in B [0] to B[n-1] 
12. If match is found in B, then 
13. Link is malicious. Link  
14. 𝑠𝑡𝑜𝑟𝑒 malicious 𝑙𝑖𝑛𝑘𝑠 ← ሼ𝐷𝑎𝑎𝑏𝑎𝑠𝑒 𝐶ሽ // storage for the detected malicious links 
15. Else  
16. If match in B is null 
17. Preform authentication bypassing 
18. Repeat steps 6 -12 
19. End if 
20.    For 𝐶ሾ0ሿ 𝑡𝑜 𝐶ሾ𝑛ሿ 𝑑𝑜 
21. Print the malicious links 
22.           End for  
23.           End for 

 

The main goal from this paper is to improve the effectiveness of malicious links in web applications by proposing a malicious 
links detector to help and minimise the incidence of false positive and false negative results. Also, when authentication exists 
(a link in a given website needs user authentication), the malicious links detector employs a brute-force method in an attempt 
to discover the password of that link by systematically trying every possible combination of letters, numbers and symbols 
until discovering the password and to speed up the process. A number of common ways to bypass the login authentication are 
provided in the knowledge base dataset (i.e., dataset B). 

The malicious links detector begins by crawling through the main home page of the website, it then extracts all the relative 
links available in that website by using Jsoup, which is a Java library that provides a powerful technique for data extraction 
and manipulation. The collected relative links are then stored in Dataset A. In the case that the website requires login authen-
tication, the malicious links detector is provided with a number of attacks in Dataset B to bypass the login authentication. 
Dataset A serves as training set data. Dataset B refers to a test dataset that contains the list of unwanted keywords that can 
harm the website or its users. To identify whether or not the link is malicious, the malicious links detector begins by taking 
the links from Dataset A, one by one, and comparing them with the list of unwanted links in Dataset B (i.e., by searching for 
abnormal keywords, such as +1. 1+1, etc.). If any link from Dataset A contains similar keywords to Dataset B, that link is 
considered malicious and is stored in Database C. This process continues until all links in Dataset A are compared with 
unwanted keywords in Dataset B. A detailed description for datasets A and B, along with dataset C, is provided as follows: 
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Dataset A: Refers to the links the scanner has collected from the website requiring assessment. This includes all relatives’ 
links that can take users from that home page to another page. These relatives’ links can be linked to the original website or 
may redirect the user to another website . 

Dataset B: This is the knowledge-based dataset that has been compared with what scanner has collected from the website. 
When the pattern from Dataset A is seen to match the pattern in Dataset B, that link is considered to be potentially malicious 
and is then passed to Dataset C. 

Dataset C: This is the storage where previously identified malicious links are kept, which is then used to generate a report of 
malicious links detected by the administrator. 

The malicious link detector uses a complex approach to understand how the pages in the web application are linked to one 
another. Knowing how pages are connected allows a malicious link detector to effectively identify every single page in an 
application. Many of the malicious connection detectors tested failed to detect malicious links on pages with a one-way rela-
tionship to their parent pages. Consider a web application with thirteen pages (13), as shown in Fig. 3 below, where the user 
page is only accessible after the login page has been accessed, and the profile page is only accessible after the user page has 
been accessed.  

 

 

Fig. 3 . Structure presentations of pages in news forum online application 

The malicious link detector must examine these requests from a navigation standpoint in order to construct a graph of bidi-
rectional communication through linked pages. Based on the navigation trace, the graph shows which page can be reached 
from which page. Following the malicious link detector’s visit to the site, the next step is to extract relative links that are 
invoked by HTTP GET, POST, Request Cookies, and other types of variables that can be used to send relevant requests to 
the application. The Malicious Connection Detector was able to remove all of the application’s relative connections. Many 
malicious link detectors struggle to recognise all existing links in the target application, especially when the page requires 
partial page refreshment of the authentication mechanism. To address this challenge, the proposed malicious link detector 
comes with a database of malicious link patterns that can be used to test potential malicious links and provide complete 
coverage of all links. Since there is no norm for defining type parameters, the proposed malicious connection detector must 
visit and define the right fields to field up with attacks. 

3. Results and Analysis 

The identification of attack types is useful since the knowledge of the nature of a potential threat allows us to properly respond, 
as well as to determine a pertinent and effective countermeasure against the threat, despite there being a variety of potential 
web applications designed to enable individuals or vendors to validate their tools against needed malicious links. Therefore, 
three web applications containing malicious links are used in this work. The reason for selecting these websites is down to 
the fact that the majority of the relevant malicious link detectors or scanners reviewed in the literature review used them to 
evaluate their proposed malicious links detectors in various scenarios. These websites include BuyandSell, Online Forum and 
JobSearch web applications. 

The first Web application is the BuyandSell vulnerable target application, which contains five (5) documented malicious 
connections, three (3) of which are relative malicious links, and two (2) being additional malicious links that involve login 
authentication. The second Web application that is vulnerable is known as Online Forum, which is an online news application 
that contains four (4) documented malicious links. 

The third vulnerable target application is Job Search, which contains thirteen malicious links that are directly connected from 
malicious sites designed to deceive people into entering an online gaming club. It contains two out of 13, which are underneath 
the login tab, with login authentication required to reach beyond those links. Two malicious links can only be accessed if the 
proposed detector is able to circumvent login authentication; otherwise, they will remain unreachable. 
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The first experiment was conducted on BuyandSell, as well as a malicious connection that was introduced by the original 
author of the malicious link detector. As can be seen below (see Fig. 4), the input URL of the BuyandSell application is given 
to the proposed malicious link detector, which crawls all pages, extracts, and indexes all links to known pages with malicious 
links (see Fig. 5). 

  
Fig. 4. Input URL of BuyandSell web application Fig. 5. Output scanning result of BuyandSell web application 

 

Fig. 5 shows that the proposed system has successfully identified all malicious link pages with an additional false negative. 
This is because, in this scenario, the proposed malicious link detector is intelligent enough to bypass the login page success-
fully and reach underneath all pages available on the website. By using equation 1 and 2, the results are: 

TPV = 4, and TKL = 5 Therefore, accuracy = 4/5 * (100%), = 80% 
(TFPM = 1, and TKL = 5 Therefore, accuracy = 1/5 * (100%), = 20% 
 
The second experiment is with the Online Forum Web application. 

  

Fig. 6. Input of Online Forum application Fig. 7. Output scanning result of Online Forum application 

As can be seen in Fig. 7, the proposed malicious links detector has the ability to detect 3 out of 4 malicious links, because 
one of these links is concealed under a legitimate link. The results, after applying Eq. (1) and Eq. (2), are as follows: 

TPV = 3, and TKL = 4 Therefore, accuracy = 3/4 * (100%), = 75% (1) 
TFPM = 1, and TKL = 4 Therefore, accuracy = 1/4 * (100%), = 25% (2) 

 

The third experiment involved (13) malicious links on the JobSearch application. 

  
Fig. 8. Input URL of JobSearch application Fig. 9. Output result scanning of JobSearch application 
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As shown in Fig. 8, the input JobSearch application was given to the proposed malicious links detector, which successfully 
detected eight (8) malicious links out of 13, as shown in Fig. 9. The results of the accuracy are: 

TPL = 5, and TKV = 6 Therefore, accuracy = 8/13 * (100%) = 61% (3) 
TFPV = 1, and TKV) = 6 Therefore, accuracy = 5/13 * (100%) = 39% (4) 

 

As can be seen in the first experiment, the proposed system achieved 80% accuracy and 20% false report on BuyandSell. In 
experiment 2, it achieved 75% accuracy and 25% false report on Online Forum and achieved 61% accuracy and 39% false 
report using JobSearch. Fig. 10 shows the results after applying the proposed malicious links detector on BuyandSell, Online 
Forum and JobSearch web applications. 

 

Fig. 10. Results summery for the experiments 

The proposed system is found to be efficient in any web application that is not using modern partial page refreshment or does 
not require a user credential to crawl the pages. Even though the proposed system is equipped with a number of attack patterns 
required to bypass login applications, the proposed system faces challenges in bypassing such applications. The future im-
provement includes enhancing the attack pattern to successfully bypass all login applications in web applications, which will 
improve the chances of discovering potential malicious links. 

As mentioned earlier, Viper and M.S Aliero et al. (2015) are only effective if the target application server requires an authen-
tication mechanism. However, both Viper and M.S Aliero et al. (2015) achieved coverage of less than 80% (~78%) accuracy, 
while the proposed malicious links detector is within 80%. This is because these detectors were tested on applications that 
configure to log a user out when the page requires an authentication mechanism. Therefore, the aim from experiment 1 is to 
improve the crawling activities of Viper and Aliero et al. (2015), where the proposed malicious links detector reaches all links 
on tested applications. The result of this analysis shows the proposed malicious links detector detects them effectively. More-
over, a proposed malicious links detector achieved 61% coverage of true positive and 39% false positive accuracy compared 
with the work done by M.S Aliero et al. (2015), which achieved 52% coverage of true positive and 48% as false positive using 
JobSearch web application. Furthermore, the proposed malicious links detector is also compared in terms of crawling, partial 
page refreshment and authentication bypassing ability with some other available malicious detector tools in the literature as 
provided in Table 1.  
 
Table 1  
Comparison with an existing approach in the literature 

Method Crawling Partial page refreshment Authentication bypassing 
(Aliero, Ghani, Qureshi & Rohani, 2019) Yes Yes Partially 
(Hosseini, Fakhar, Kiani & Eslami, 2019) Yes No No 
The Proposed approach  Yes Yes Yes 

 

The two most related approaches are those of Aliero et al. (2019) and Hosseini et al. (2019), which share the same features of 
crawling web applications before discovering malicious links on the web application. The effectiveness of the approach can 
be determined by the ability to finish crawling activities. However, many modern applications use partial page refreshment 
or authentication requirements while crawling web applications. In this case, Hosseini et al. (2019) cannot achieve a high-
performance application that requires partial page refreshment or authentication mechanism; Aliero et al. (2019), on the other 
hand, can complete the crawling session each time a partial page refreshment occurs, but cannot be stuck for login authenti-
cation in many scenarios. For example, if the login page is designed not to return the whole record in the database, the approach 
cannot bypass such a login authentication. This work, however, reshapes the attack patterns in various works, such as that of 
Aliero et al. (2019), for example, which is known to “select from an account where 1=1”, which cannot bypass the application 
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that is not returning the whole from the database. In our approach, we added “select from an account where 1=1 limit by 1” 
together with numbers of attack patterns which allows the proposed approach to bypass any login authentication encountered. 

4. Conclusion and Future Work 

This paper proposed a malicious links detector to conduct an efficient dynamic security assessment. The aim of this study was 
to reduce the amount of false negative and positive results from malicious connections by proposing a malicious links detector 
which can take into its consideration testing all the available crawling links in the web applications rather than selecting 
random crawling links from the website and testing them. In case these links are protected, the proposed malicious links 
detector is able to deal with them using authentication bypassing techniques. This study chooses to perform three separate 
experiments to replicate similar scenarios that researchers have performed, and accuracy measures were used to interpret the 
results in order to test the proposed malicious link detector in relation to the various literature studied. The experimental results 
showed that the proposed malicious links detector resulted in a significant improvement. The proposed system is proved to 
be efficient in any web application that does not use modern partial page refreshment, nor one requiring a user credential to 
crawl the pages. Even though the proposed system is equipped with a number of attack patterns that require bypassing login 
applications, the proposed system faced challenges in bypassing such applications. Future improvements include enhancing 
the attack pattern to successfully bypass all login applications in web applications, which will improve the chances of discov-
ering potential malicious links. 
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