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 In most industrial environments, it is usually considered that machines are accessible 
throughout the planning horizon, but in real situation, machines may be unavailable due to a 
scheduled preventive maintenance where the periods of unavailability are known in advance. 
The main idea of this paper is to consider different preventive maintenance policies on 
machines regarding open shop scheduling problem (OSSP) with sequence dependent setup 
times (SDST) using immune algorithm. The preventive maintenance (PM) policies are planned 
for maximizing availability of machines or keeping minimum level of reliability through the 
production horizon. The objective function of the paper is to minimize makespan. In total, the 
proposed algorithm extensively is compared with six adaptations of existing heuristic and 
meta-heuristic methods for the problem through data sets from benchmarks based on Taillard’s 
instances with some adjustments. The results show that the proposed algorithm outperforms 
other algorithms for this problem. 
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1. Introduction 
 

 
One of the most important tasks carried out in industry is scheduling. Scheduling problems are defined 
as allocating of resources to complete a set of activities in a period of time (Baker, 1974). In common 
sense, scheduling problems have been classified into those with batching and non-batching 
considerations, and with sequence-independent and sequence-dependent setup times. The other 
categories available in the literature have been described based on shop environments, including single 
machine, parallel machines, flow shop, no-wait flow shop, flexible flow shop, job shop, open shop, and 
others. In this paper, we are interested in studying the open shop problem which can be defined as 
follows: suppose there are a set of m machines }1|{ mjM j  , a set of n jobs }1|{ niJ i  , and a set 

of mn operations }1 ,1|{ mjniOij  . Each operation Oij is corresponded to a specific job ji 
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processed on a specific machine Mj for a given amount of time tij, which is a nonnegative integer. In 
open shop problem, there is no order for processing of operations of each job. In other word, this 
assumption is essential difference between open shop and other scheduling problems such as flowshop 
and jobshop (Allahverdi et al., 2008).   
 
The majority of researches on the scheduling literature have assumed that the setup time is negligible 
or part of the job processing time. While this hypothesis makes easier the analyses of the problems, it 
seriously has an effect on solution quality of many scheduling problems that needs a clear treatment 
for setup times (Allahverdi et al., 2008). As stated earlier, we take into account the existence of 
sequence dependent setup times for the proposed study of this paper.  
 
In most scheduling problems, it is usually assumed that the machines are permanently accessible in 
planning horizon, while in practice this does not hold for many reasons such as downtime and 
maintenance operations. In this paper, the main reason to machine unavailability is based on two 
popular preventive maintenances (PMs) (a set of operations to  maintain equipment and facilities in 
satisfactory operating condition by providing  systematic inspection, detection, and correction of 
incipient failures either before they occur or before they develop into major defects ) techniques, which 
are extensively employed in industry.  
 
In this article, we intend to schedule jobs and maintenance operations simultaneously in open shop 
problem with SDST constraint.  
 
The main goal of the paper is to provide tools that allow openshop scheduling problem with SDST 
constraint by implicitly taking into assumption the necessary maintenance operations to achieve a high 
level of reliability in machines. Preventive maintenance (PM) operations are first computed and then 
sequenced along with the operations to be performed in the openshop. To the best of our knowledge, 
this is the first paper that integrates the PM policies in the openshop problem with SDST constraint. 
The main reason of doing this research is that considering the PM policies in the openshop problem 
affects the performance of the available algorithms. In other words, current algorithms for regular 
openshop problems may not necessarily be efficient in real-world and industrial environments.  
 
There have been tremendous efforts to introduce different methods to solve open shop problem. In spite 
of some special cases of open shop scheduling problems which are still polynomially solvable, This 
problem is NP-Hard for M>2 in general (Garey & Johnson, 1979). The methods and approaches to 
solve open shop problem may be divided into two groups: The first one is searching for the exact 
optimal solution, while, in the second one, a heuristic is applied to obtain the near optimal solution. 
Heuristic techniques have been proposed to solve open shop characterized as either constructive or 
improvement. Constructive methods start the construction of solution by determining one operation 
schedule of specific jobs and then schedule other operations of jobs one by one until scheduling of all 
operations of jobs finish perfectly. Improvements methods start from a solution generated using some 
heuristic or randomly and, by means of proper schemes, improve the solution to obtain the global 
optimum. Improvement methods are generally derived from meta-heuristic methods such as Immune 
algorithms (IA), genetic algorithm (GA), Simulated annealing (SA) and so on. For exact methods, 
Brucker et al. provided a method based on branch and bound for the general m-machine OSSP (Brucker 
et al., 1997). Dorndorf et al. developed a branch and bound method to tackle OSSP in which the search 
space is reduced using constraint propagation methods (Dorndorf et al., 2001). For constructive 
methods, Blum and Sampels (2004) provided an ant colony optimization algorithm, which uses a strong 
neighborhood search for constructing solutions and a local search to improve the quality of solutions, 
for OSSP. In iterative based algorithms, we may provide some examples. Liaw (2000) developed a 
hybrid genetic algorithm based on integrating 9 TS and a basic GA to provide good quality solution for 
OSSP with makespan minimization criterion. Other proposed algorithm was provided by Prins (2000) 
in which the proposed GA is able to enhance the upper bound for the benchmark from the literature. 
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Sha and Hsu (2008) proposed a novel particle swarm optimization in which there are four decoding 
schemes based on the principal of active and non-delay schedules. Andersen et al. (2008) solved OSSP 
using two metaheuristics, simulated annealing and genetic algorithms, with some operators. Roshanei 
et al. (2010) considered non-preemptive open shop scheduling problem with SDST on each machine 
for minimizing makespan. These researchers were the first people who integrated the OSSP with STSD 
constraint. Also they proposed two new advanced metaheuristics: multi-neighborhood search, 
simulated annealing and hybrid simulated annealing to solve the problem at hand. Next stage, for the 
first time, they adapted two well-known constructive heuristics: longest total processing time and 
longest total remaining processing from the literature to consider the case of SDSTs.  Their conducted 
experiments showed that the proposed algorithms could outperform other adapted algorithms.  
 
Burton et al. (1989) presented a simulation based study of the performance of a job shop where  
machines were subject to failure. The effectiveness of some maintenance techniques under shop load, 
job sequencing rule, and preventive maintenance policy and maintenance capacity was evaluated. Li et 
al. (19998) studied dynamic job shop rescheduling where machines are not permanently available due 
to breakdown or preventative maintenance. A simulation model using the AWESIM discrete event 
modeling tools was developed. Also they developed the PMBD heuristic that relies only on predicted 
downstream machine failure times. Espinouse et al. (2001) studied two-machine and no-wait flow shop 
problem with machine availability constraint for minimizing of makespan as objective function. They 
only considered the deterministic case where the unavailable periods are known in advance. They 
showed that the problem is strongly NP-hard even if only one non-availability period occurs on one of 
machines. Finally they also provided heuristic algorithms with error bounding analysis. Bazewicz et al. 
(2002) considered open shop scheduling problems with limited machine availability. Three types of 
jobs were studied: non-preemtable, resumable and preemptible.  
 
Aggoune (2004) considered the scheduling of a flow shop with availability constraints (FSPAC) due 
to a preventive maintenance activity. In this paper, he considered two variants of the non-preemptive 
FSPAC. Since the FSPAC is strongly NP-hard, a heuristic method based on a GA and TS was used to 
approximately solve the makespan minimization problem. Allaoui et al. (2004) investigated the hybrid 
flow shop scheduling problem with maintenance constraints with different objective functions such as 
flow time, due date, setup, cleaning and transportation times. Allaoui and Artiba (2004) considered a 
two-stage hybrid flow shop where each machine is subject to at most one unavailability period. They 
first discussed the complexity of the problem and then gave the Branch and Bound model for this 
problem.  Zhou et al. (2007) incorporated production and preventive maintenance in flow shops, and 
built an optimum period model of preventive maintenances for maximizing the machines availability 
on production horizon. Also they proposed a heuristic algorithm to solve the provided model. 
Experimental results showed that the heuristic algorithm had good performance in resolving the 
problem.  
 
Sortrakul et al. (2005) developed some heuristics using genetic algorithms to tackle an integrated 
optimization model for production scheduling and preventive maintenance planning. The experimental 
results on several problem sizes showed that the developed genetic algorithms were very effective to 
optimize the integrated problem. Guo et al. (2007) provided an experimental model to evaluate the 
impact of corrective and preventive maintenance on scheduling performance in the presence of machine 
breakdown with the objective of minimizing schedule duration. Ruiz et al. (2007) considered two most 
popular preventive maintenance policies to maximize the availability or to maintain a minimum 
reliability during the planning horizon. The results for six adaptations of existing heuristic and meta-
heuristic methods showed that PACO and GA provided very effective solutions. Benbouzid-Sitayeb et 
al. (2008) considered integration of production and preventive maintenance scheduling problem in 
permutation flowshop with the objective of minimizing the makespan. They proposed a sequential 
algorithm including two steps.  
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Allaoui et al. (2008) studied the simultaneously scheduling of n jobs and the preventive maintenance 
in a two-machine flowshop with the objective of makespan under non-resumable case. They assumed 
that one of the both machines may be repaired during the first T periods of scheduling. Yulan et al. 
(2008) simultaneously considered five objectives, including minimizing maintenance cost, makespan, 
total weighted completion time of jobs, total weighted tardiness, and maximizing machine availability 
to optimize the integrated problem of PM and production scheduling for a single machine. Multi-
objective genetic algorithm (MOGA) was employed to tackle this problem. A numerical example 
revealed the urgency and circumstance of integrating optimization of PM and production scheduling 
considering multiple objectives.  Naderi et al. (2009) investigated the flexible flow line problem with 
sequence dependent setup times and different preventive maintenance policies. The optimization 
criterion is the minimization of makespan. In this paper, they provided a novel variable neighborhood 
search (VNS) as well as the adaptations of some existing high performing meta-heuristics in the 
literature.  
 
Kubzin et al. (2009) considered the two-machine flow shop scheduling problem where the machines 
are unavailability during a period. They considered both the resumable scenario and the semi-resumable 
scenario and provided approximation algorithm for them. Ghodratnama et al. (2010) presented a new 
nonlinear multi-objective mathematical model for the single-machine scheduling problem where some 
of the constraints such as repairing and maintenance periods, deterioration of jobs, and learning effect 
of the work process were incorporated in the model. An algorithm based on simulated annealing (SA) 
was provided for solving the problem. The algorithm was compared with those results reported by the 
Lingo 8 to show the efficiency and capability of the proposed algorithm. Jabbarizadeh et al. (2009) 
considered the hybrid flexible flowshop with SDST and machine availability, caused by preventive 
maintenance, constraints. They proposed three heuristics and two metaheuristics to tackle the problem.  
 
Safari et al. (2010, 2011) considered the flowshop problem where machines are subject to condition 
based maintenance. They provided two hybrid meta-heuristic algorithms to tackle the NP-hardness of 
the problem. Overall, some adaptations of the existing meta-heuristic and the heuristic methods were 
evaluated and they showed that the proposed meta-heuristic algorithms had good performance with 
respect to other existing methods.  Zammoria et al. (2014) focused on the scheduling problem with 
SDST in which the single machine is subject to failures.  To increase availability level, they scheduled 
the maintenance activities as well as jobs. Furthermore, the integration of harmony search and genetic 
algorithms was used to solve the problem. Sarkera et al. (2013) first provided a hybrid evolutionary 
algorithm to solve the job scheduling problem and then examined the effect of machine maintenance 
including preventive and breakdown on the job scheduling. For the breakdown case, the algorithm was 
revised to combine a rescheduling option after the breakdown occurs. The experimental provided a 
well understanding of job scheduling and the needed rescheduling actions under process disruption. 
Vahedi-Nouria et al. (2014) proposed a mixed integer linear programming model for the non-
permutation flow shop scheduling problem with learning effects and machine availability constraints. 
They also presented an effective heuristic to find a proper non-permutation solution. Kaplanoğlu (2014) 
provided a collaborative multi-agent based method to schedule single machine with maintenance and 
SDST constraints.  The problem was solved under the case of both regular and irregular maintenance 
activities. The obtained solutions were compared with several static single machine scheduling problem 
sets available in the literature.  
 
In this article, since our review shows that none of the researchers has investigated the OSSP with 
STSD and PM constraints, we obviate the gap between the theory and the practice in the OSSP with 
SDST constraint by the integration of PM operation in our problem. Since this problem is strongly NP-
hard, we propose an effective meta-heuristics based on Immune Algorithm to solve the problem 
effectively. The next stage is devoted to conduct experiments for tuning the algorithm parameters using 
ANOVA. At the end proposed algorithm is compared with existing meta-heuristics in literature.   
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In Section 2, we explain the preventive maintenance techniques along with the assumptions of problem 
which are used to this paper. The proposed algorithm is explained in section 3. Section 4 is devoted to 
explore the experiments results. Finally, Section 5 includes  conclution of the paper and provides some 
directions for future works.  
 
2. Preventive maintenance and problem assumptions 
 
2.1 Preventive maintenance 
 
In recent years, progress in technology results in development of highly sophisticated products, and 
increasing customer expectations  provide new pressures on manufacturers to produce high-quality 
products. So to achieve these, production systems should have high reliability which may be defined 
as the probability that a system would perform its intended function under operating conditions for a 
specified period of time. Therefore,   the reliability function R(t) may be expressed as follows (Rausand 
& Høyland, 2004; Ushakov, 1994; Nakagawa, 2006: Birolini, 2007; Meeker & Escobar, 2014): 

Pr{ } 1 ( ) ( )
t

X t F t f u du


      
(1) 

where X, f and F are failure time, failure density function and failure time distribution, respectively.  
 
Maintenance operations (set of operations is done to restore a condition of equipment in to previous or 
initial state) have very important role in achieving systems with high reliability. System reliability can 
be assessed by reliability of unit and configuration of system, and can be enhanced by accepting some 
appropriate maintenance policies. In particular, the following three policies are generally used. 
 
(1) Repair of failed units 
(2) Provision of redundant units 
(3) Maintenance of units before failure 
 
The first policy is termed corrective maintenance (CM) and accepted in the case where units can be 
repaired and their failures do not unfavorably influence a whole system. If units fail then they may start 
to be repaired instantly or may be scrapped. After the repair is finished, units can work again. The 
second policy is done in the case where system reliability can be enhanced by supplying surplus and 
spare units. In particular, standby and parallel systems are well-known and used in practice. The third 
is called PM and defined as scheduling of planned maintenance actions aimed at the prevention of 
breakdowns and failures. The main goal of PM is to prevent the failure of equipment before it truly 
takes place. It is designed to maintain and improve equipment reliability by substituting damaged 
components before they actually fail. PM operations contain equipment checks, partial or complete 
overhauls at specified periods, oil changes, lubrication and so on. In general, the ideal PM program 
would prevent all equipment failure before it occurs. 
 
One of the most popular distribution function used to model time to failure of an equipment (X) is 
Weibull distribution function with two parameters, ),( WX  , where β and θ are called shape 
parameter  and scale parameter, respectively. Based on Weibull distribution function, policy II and 
policy III are formulated for employing in remaining of this paper. 
 
Policy I: preventive maintenance at fixed predefined time intervals 
In this type of policy, the PM operations are executed according to predefined time intervals without 
considering probabilistic models for the time to failure.  
 
Policy II: optimum period model for the preventive maintenance maximizing the machines’ availability 
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In this type of policy, PM is done according to the optimal maintenance period. In this paper the time 
to failure is considered to follow Weibull probability distribution, with β>1. tr is time needed to rapier 
a machine and tp is the time needed to maintain a machine. The PM action recovers  machine state to 
the as-good-as-new condition, which permits to model the operation cycle and the PM as a renovation 
process. According this assumption and Cassady and Kutanoglu (2003), the optimal maintenance 
interval TPMop is obtained by means of: 




 /1)

)1(
(




r

p
PMop t

t
T  (2)

 
Policy III: maintaining a minimum reliability threshold for a given production period t 
In this policy, it is supposed that the failure rate of a system is rising with time and therefore it can be 
influenced by failures due to aging or wear. This policy provides a systematic PM after a time TPM to 
ensure a minimum reliability of the system from time t = 0. In this paper, it is considered that PM 
restores the machine to the as-good-as-new state. In this case, PM will be done at regular intervals 0, 
1TPM, 2TPM, 3TPM, . . ., nTPM that are considered as renovation points. Based on Ruiz et al. calculation 
(Ruiz et al., 2007), the time between PM is calculated as follows: 

)1/(10 )
)(ln

[  
t

tR
TPM  (3)

 
2.2 Problem assumptions 

 
Main assumptions of the problem can be described as: 
 A machine cannot process two jobs at the same time. 
 A job includes several operations, each of which has to be done on a particular machine. 
 All jobs are accessible for processing at time zero. 
 Setup times between operations are not negligible. 
  A processing of jobs is done without error.  
 All parameters of problem are known in advance. 
  Each job is processed on a machine at the same time. 
  There are no preference constraints among the jobs. 
  Infinite buffers exist between machines. 
 Machines are not available at some times because of PM operations. 
 Level of system reliability is specified in advance. 

 
3. Immune algorithm 
 
Artificial Immune System (AIS) was invented in the mid-1980s by Farmer et al. (1986). However, it 
was in the mid 90s that AIS became a subject area in its own right. The immune system is the basic and 
remarkable that protects body against bacteria, viruses. To begin, we are going to bring a few 
characteristics of the human adaptive immune system. A number of concepts and technical terms can 
be introduced to make the clear the terminology for reader from Janeway et al. (2000). Many AIS 
algorithms have been proposed to find solutions to a widespread class of complex problems. AIS has 
been applied to the areas such as clustering (Karaboga & Ozturk, 2011; Abdi et al., 2012; Duma et al., 
2013), anomaly detection (Gonzalez & Dasgupta, 2003), network security (Forrest & Hoffmeyr, 2000), 
optimization (Gao & Fang, 2009), scheduling (Engin & Döyen, 2004; Anandaraman et al., 2012), etc. 
The immune system is a dramatic and complex set of cells, molecules and organs with the primary role 
of  defending of  the host organism by pathogens (called antigens, Ag), which brings out an immune 
response. One of the most important types of the response is the secretion of antibody molecules by B 
cells. Antibodies (Ab) are Y-shaped receptor molecules posed on the outside of B cell with the basic 
role of recognizing and binding, during a complementary match, with an antigen. The Ab recognizes a 
portion of the Ag called its epitope. An idiotype is defined as the set of epitopes displayed by the 
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variable regions of a set of Abs. While each B cell has a single type of Ab, thus being called mono-
specific, an Ag naturally has several different types of epitopes, and can be identified by different 
antibodies. The antibody portion responsible for recognizing an antigen is termed paratope, also known 
as V-region, for variable region. Since Ab can alter its shape to achieve a better match with a given Ag, 
It is variable. The power and specificity of the Ag-Ab interaction is determined by the affinity of their 
match. Fig. 1 illustrates an Ag with its many epitopes and an Ab with its paratope and idiotope. 

 
Fig. 1. B cell, antigen, antibody, epitopes, paratopes, idiotopes 

 
It can generate millions of antibodies from hundreds of antibody genes and can keep animals which are 
infected by antigens. It has complex mechanisms that recombine the gene to deal with the foreign 
antigens, generate the antibodies and bind the antigens.  The AIS and IA were motivated by the immune 
system. Similar to Genetic Algorithm (GA), IA begins by generating antibodies randomly in a solution 
space, and finally reaches the optimum via natural selection, crossover and mutation. Compared with 
GA, IA has an affinity function, which is used to describe the relationship between antibodies. The 
higher affinity, the stronger binding, thus the better immune detection and response.  
 
3.1 The proposed Immune algorithm  
 
In this paper, the generated solutions for this problem are generally named antibodies.  Initial antibodies 
are randomly generated on a solution space. The cross over and mutation are used to obtain new 
antibodies in an iterative manner until a pre-determined time have been satisfied.  An affinity 
calculation between antibodies is also located within the algorithm to suppress similar antibodies. 
Through IA procedure, the fittest antibody is considered as the solution to the SDST open shop 
scheduling with preventive maintenance. 
 
1. Initialization: 

a) Parameter setting: set the number of initial population (pop_size), probability of crossover (pc), 
the number of clone, affinity threshold (at), and affinity adjustment (aa). 

b)   Randomly generate an initial population of (pop_size) antibodies. 
2. Objective function calculation: calculate the fitness function for each of the antibodies. 
3. Mating pool creation: 

a) The best one selection: throw the best known antibody based on fitness in mating pool. 
b) Affinity calculation: calculate the affinity between each antibody with the best known antibody 

obtained so far. 
c) Similar antibodies suppression: if some antibodies have an affinity value higher than a 

predetermined threshold (at), then decrease the probability allocated to those and normalizes 
the probability. 

d) Mating pool expansion: select with replacement (pop_size) antibodies from the full 
population. The antibodies are chosen based on their fitness. Those antibodies have the higher 
fitness value being selected with high probability. 

4. Crossover operation: select pop_size * pc pairs of parents from mating pool using tournament 
selection mechanism, and perform crossover operators on the selected parents. 
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5. Select pop_size /2 solutions from generated offspring using crossover operator, and then select 
pop_size /2 of solution from mating pool. 
6. Create 3 clone of pop_size selected solution. 
7.  Apply 20 times swap, shift and multi point mutations on each of clones and keep best obtained 
solution.  
8. Fitness calculation: compute the fitness values for the new generated antibodies. 
9. Select pop_size of best antibodies among total of available antibodies (old antibody and new 
antibodies).   
10.  Termination test: terminate the algorithm if the predefined stopping time is met; else return to step 
3. 
 
3.1.1 Antibody representation 
 
In this paper, we encode OSSP schedules in permutations schema. In permutation representation, a 
number between 1 to nm is assigned to each of the operations of all jobs. In this assignment, numbers 
from 1 to n are assigned to the operations of job1; n+1 to 2n  to the operations of job 2 and so on. For 
example: Let n=m=3, the X= (4, 8, 6, 1, 9, 7, 2, 3, 5) denotes a solution in which for example 4 , 8, 6 
represent the first , second, third operations of job1, respectively . 
 
3.1.2 Fitness evaluation 
 
In general, fitness function denotes the effectiveness of an antibody or a solution provided by an IA.  
Antibodies are evaluated using an objective function to obtain their fitness values. Fitness values are 
used to generate selection probability where an antibody with high fitness value has higher probability 
for selection (minimization problem).  Sometimes, the problem structure is in such a way that an 
antibody with low fitness value has higher probability for selection. Thus a transformation is necessary 
to convert the antibodies fitness value to before mentioned problem structure. In our case, the makespan 
is to be minimized; a candidate solution with higher makespan is assigned lower fitness value. Here, 
for antibody i, it is calculated as follow: 
 




 sizepo

j jC

iC
if _

1 max

max

)(

1
)(

1

)(  

 
where f(i) and  Cmax(i) are fitness value and makespan for antibody i, respectively. 
 
3.1.3 Crossover operator 
 
The crossover operator generates new sequences or offspring by combining two other sequences or 
parents. The goal is to generate “better” offspring, i.e.  creating better sequences after crossing the 
parents. Many different general and specific crossover operators have been proposed for the OSSP. 
There should be neither repeated nor missing elements otherwise the sequence would be illegal. The 
first operator is called “Similar Job Order Crossover” or SJOX and can be explained as follows: First, 
both parents are examined on a position-by-position basis. Identical jobs at the same positions are 
copied over to both offspring. Then, each offspring directly inherits all jobs from one of the parents up 
to a randomly chosen cut point. That is to say, Offspring 1 inherits directly from Parent 1 and Offspring 
2 from Parent 2. Lastly, the missing elements of each offspring are copied in the relative order of the 
other parent. The second crossover operator is called “two point crossovers” which can be expressed 
as: A pair of random points is selected along the length of first parents. Then, the jobs outside the 
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selected two points from first parent are copied into child and the remaining jobs of the child are copied 
from the second parent in the order of their appearance.  
 
3.1.4 Mutation operator 
 
A mutation operator is applied to avoid premature convergence to local optimum. This operator can 
also be seen as a simple form of local search. Doing a mutation operator along with an individual, we 
slightly change the sequence, thus allowing a new but similar permutation. Mainly, three different 
mutation operators are proposed in the literature for permutation encodings: 
 

 SWAP mutation: Two positions are randomly chosen and their corresponding operations 
swapped. 

 SHIFT mutation: In this case, a randomly selected operation in the sequence is relocated to 
another randomly picked position. The operations between these two positions move along. 

 Multi point mutation: In this case, three randomly selected positions in the sequence is relocated 
to another three randomly selection position. The operations between them move along. 

 
3.1.5 Selection scheme and similar antibodies suppression 
 
Selection is a process by which some of the current populations are selected for improvement. The 
selection process firstly ranks solutions based on the objective function. Then, a selection function uses 
each antibody’s rank to decide which antibodies will survive to the next generation. The method that is 
used to select members for survival is important to achieve the best solution, and seriously influences 
the diversity of solution and solution convergence. Two popular selection procedures mentioned in 
literature are: tournament and roulette wheel. 
 
Similarity of the candidate solutions are compared with the best-known solutions obtained so far. This 
allows an affinity value, which expresses the similarity between candidate solutions with the known 
best solution, to be computed using entropy theory. The details of the entropy theory are outlined in the 
later section. Candidate solutions with the higher fitness value are given the higher probability to be 
selected for the production of the next generation of candidate solutions. The assignment of probability 
values is performed using the roulette wheel method. To assist the search, an IA uses both accelerating 
mechanism and restraining mechanism. Basically, the accelerating mechanism works as follows; a 
candidate solution with the best fitness is recorded, which will be used to seed the mating pool. This 
mechanism is to ensure that the mating pool contains a large proportion of candidate solutions with 
good properties. On the other hand, the restraining mechanism performs the following tasks. If a 
candidate antibody has an affinity value higher than a prescribed threshold value, then these two 
antibodies are called similar ones. To maintain diversity, it is assigned a lower probability by 
multiplying the probability obtained previously from the fitness value criterion with a factor of less 
than one. This will reduce the probability of being selected. Such a mechanism is built into an IA to 
prevent a good candidate antibody from becoming overly dominant. Without the restraining 
mechanism, a good candidate antibody may be able to dominate the mating pool prematurely. As a 
result, it may restrict the search space for candidate antibodies. 
Entropy theory is employed here to estimate the probability of the recurrence of patterns from an 
information source. Abramson (1963) defined the information entropy, H(x), of a discrete random 
variable X ={x1,x2, . . . ,xn} with probability mass function P(X = xi) = pi, i = 1,2,. . . ,n as: 



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Using information entropy, the similarity of antibody i (or sequence i) in relation to a reference antibody 
(or sequence) can be expressed as follows: 
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where aff(i) is the measure of similarity, k is the sequence size, and hij =pij logpij. 
If xj = xj  then pij = 1; thus, hij=-log 1 = 0. On the other hand, if xj≠ xj then pij = 0.5; this implies 
that hij=0.5 log 0.5≈ 0.151. 
 
4. Computational results  
 
In this section, we evaluate the proposed algorithm, i.e. IA, and other existing algorithms for OSSP 
without considering preventive maintenance constraint in literature i.e MNSSA, HSA, SA and random 
(a simple algorithm that creates random solutions and returns the best sequence generated as a result). 
Thus, in this section, first we describe how to generate data for experiments, second IA algorithm is 
tuned and then we apply IA algorithm to efficient comparison.  We implement the algorithms in 
MATLAB 7.0 and run on a PC with Core2 Duo 3.0 GHz and 2GB of RAM. 
 
Data required for the problem includes the number of jobs, the number of machines, the range of 
processing times, the range of the sequence-dependent setup times, the maintenance interval and PM 
duration. We generate processing time for three combinations of number of machines (m) and number 
of jobs (n): (10, 10), (15, 15) and (20, 20) based on a well-known Taillard (1993)’s instances. The 
processing times are obtained from a uniform distribution over (1, 99). For each combination (n,m), 
there are 10 instances. Since Taillard’s benchmark does not include SDST, maintenance interval and 
PM duration, we randomly generate SDST and PM duration. Also maintenance interval is generated 
using presented formulation for these parameters. We generate five instance sets for the SDST, ratios 
of the setup times to the processing times are varied such that the sequence-dependent setup times are 
at most 25%, 50%,75%,  100% or 125%, respectively, of the maximum processing times.  For each 
combination, }100,10,2{  is defined and the duration of the PM operations (DPM) as U[1, 24], U[1, 
49], U[1, 74], U[1, 99], U[1, 124] and U[1, 149]. That is, there are six ranges which the average TPM 
is 25%, 50%, 75%, 100%, 125% or 150% of the average processing times. 
 
For the case of policy II, tp is set to 1 and tr to 8 for all the experiments. θ is set according to the number 
of jobs and SDST ranges (Table 1). The levels of θ are selected to make sure that the considerable 
number of PM operations would be performed in each machine. Therefore, we have total of 2700 
instances for different combinations of n, m, β and DPM. 
 
For the case of policy III, The objective of policy III is to maintain a minimum level of reliability for a 
production period t. The interval of the PM operations (TPM) is given by Eq. (3). In this case, we have 
four parameters: θ, β, R0(t) and t. Since both policies II and III are not comparable, it is necessary to 
define a new set of instances to evaluate the effectiveness of the different adapted methods. The same 
configurations of n, m, θ, β and DPM as in the case of policy II are considered, and therefore a set of 
2700 instances is also obtained. The aim is 95% reliability after the production period t, therefore 
R0(t)=0.95. In order to calculate TPM it is still necessary to determine period t, which can be easily 
obtained from the processing times (tij ) of the instances. If we suppose that the average processing time 
and average STSD are t and p, the t parameter can be calculated using t=n(t+p) Thus, we set different 
values for t according to Table 2. 
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Table 1                                                                                    Table 2 
different θ values                                                                    different θ and n(p+t) values 

n m expected STSD  θ m n n(p+t) θ
10 10 25 400 10 10 750 400
10 10 50 525 10 10 1000 525
10 10 75 625 10 10 1250 625
10 10 100 800 10 10 1500 800
10 10 125 900 10 10 1750 900
15 15 25 575 15 15 1125 575
15 15 50 750 15 15 1500 750
15 15 75 900 15 15 1875 900
15 15 100 1150 15 15 2250 1150
15 15 125 1400 15 15 2625 1400
20 20 25 750 20 20 1500 750
20 20 50 1000 20 20 2000 1000
20 20 75 1300 20 20 2500 1300
20 20 100 1550 20 20 3000 1550
20 20 125 1800 20 20 3500 1800

                                       
Once the makespan Cmax of each algorithm has been obtained for all the instances, we evaluate the best 
solution obtained for each instance by any of the 5 algorithms, which we call Sbest. With this, we 
transform the results to calculate the relative percentage deviation with respect to this best solution with 
the following expression: 
 

100.
S

S-S
(RPD)deviation  percentage relative

best

best  

where S is the Cmax obtained for a given algorithm and instance. This RPD measure is straightforward 
way for comparing algorithms. Obviously, lower values of RPD are preferred. 
 
4.1 Parameter tuning 
 
For the proposed IA algorithm, four parameter pop_size, pc, al and aa are considered to tune. The 
considered levels for these factors are as follows: 
 
pop_size: 10; 20; 30. at: 0.94; 0.96;0.98. 
pc: 0.8 0.9 0.95. aa: 0.1; 0.2; 0.5. 

 
A set of 100 instances is selected randomly among total instances. All the 100 instances are solved by 
IA for all levels of considered factors. We use ANOVA test to analyze the results. It is necessary to 
notice that for using ANOVA, three main hypotheses, normality, homogeneity of variance and 
independence of residuals are checked.  The means plot and LSD intervals for the different levels of 
parameters pop_size, pc, at and aa are shown in Figs. (2-5). As it could be seen, the levels that are 
selected to pop_size, pc, al and aa to generate the best solution are 10, 0.8, 0.98 and 0.5, respectively. 
 

Fig. 2. Means plot and LSD intervals (at the 95% 
confidence level) for the different levels of parameter 
pop_size 

Fig. 3. Means plot and LSD intervals (at the 95% 
confidence level) for the different levels of parameter CR 
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Fig. 4. Means plot and LSD intervals (at the 95% 
confidence level) for the different levels of parameter AL 

Fig. 5. Means plot and LSD intervals (at the 95% 
confidence level) for the different levels of parameter AA 

 

4.2 Experimental results 
 

In this subsection, we present the results obtained from the comparison of the algorithms mentioned in 
previous section. The stopping criterion used when testing all the instances with the algorithms is set 
to a CPU time limit fixed to mn 2 ms . 
 

4.2.1 Policy II 
 

As it is obvious, the RANDOM rule obtains the worst average results. The SA obtains much better 
results, which even exceed those obtained by MNSA and HAS which have been provided superior 
results than SA algorithm. Also IA has outperformed  all the other algorithms. 
 

Table 3   
Average relative percentage deviation (RPD) for the five algorithms grouped by n, m and STSD for 
the PM policy II 

Instances STSD IA MNSA HAS SA RADOM 
20×20 U[1,24] 1.44 6.82 6.27 2.87 9.29 
20×20 U[1,49] 0.13 9.58 4.66 1.45 7.52 
20×20 U[1,74] 0.03 11.00 4.12 1.25 6.68 
20×20 U[1,99] 0.06 12.11 3.58 1.00 5.90 
20×20 U[1,124] 0.02 13.78 3.44 1.06 5.57 
15×15 U[1,24] 0.91 2.46 6.69 2.67 10.15 
15×15 U[1,49] 0.32 3.53 5.48 1.86 8.65 
15×15 U[1,74] 0.28 4.59 4.84 1.61 7.65 
15×15 U[1,99] 0.15 6.42 4.41 1.44 7.05 
15×15 U[1,124] 0.10 7.53 4.02 1.26 6.40 
10×10 U[1,24] 1.08 2.39 8.29 3.22 12.63 
10×10 U[1,49] 0.63 3.47 7.55 2.70 11.50 
10×10 U[1,74] 0.58 4.58 6.72 2.40 10.33 
10×10 U[1,99] 0.22 5.68 5.92 1.87 9.25 
10×10 U[1,124] 0.29 5.89 5.49 1.85 8.54 
Avearage  0.42 6.65 5.43 1.90 8.47 

 

 
Fig. 6. Means plot and LSD intervals 
(at the 95% confidence level) for the 
type of algorithm factor in the PM 
policy 

Fig. 7. Means plot for the interaction 
between the factors type of algorithm 
and (beta)  in the PM policy II 

Fig 8. Means plot for the interaction 
between the factors type of algorithm 
and Dpm  in the PM policy II 
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To confirm the statistical validity of the results shown in Tables 3 and to determine which is the best 
algorithm,  a multifactor ANOVA  has been performed, where the response variable is RPD  and the 
factors are n, SDST,  , DPM and type of algorithm. Considering RPD as a response function satisfies 
ANOVA’s three important hypotheses; normality, homogeneity of variance and independence of the 
residuals. The mean plot and least significant differences (LSD) intervals for the type of algorithm 
factor is shown in Fig. 6. As it can be seen, there are statistically significant differences between the 
five algorithms. The proposed IA is the best algorithm for the PM policy II.  
 
4.2.2 Policy III 
 
The results obtained for the five algorithms in policy III are shown in Table 4. Another ANOVA has 
been performed to confirm the statistical validity of the results. The LSD plot for the type of algorithm 
factor is shown in Fig. 9. Once again, there are statistically significant differences between the five 
algorithms considered, IA being the best algorithm for the PM policy III. Also we can study  and DPM 
effects on the different algorithms when the durations of the PM operations or    are increased (Fig. 
10-11). 
 
Table 4  
Average relative percentage deviation (RPD) for the five algorithms grouped by n, m and STSD 
for the PM policy III 
Instances STSD IA MNSA HAS SA RADOM
20×20 U[1,24] 0.02 7.39 5.00 1.55 8.04
20×20 U[1,49] 0.03 9.26 4.60 1.38 7.46
20×20 U[1,74] 0.03 11.11 4.16 1.27 6.72
20×20 U[1,99] 0.03 12.09 3.71 1.10 5.99
20×20 U[1,124] 0.02 13.56 3.41 1.03 5.53
15×15 U[1,24] 0.92 2.34 6.56 2.55 10.05
15×15 U[1,49] 0.50 2.76 5.63 2.01 8.78
15×15 U[1,74] 0.20 4.35 4.85 1.57 7.64
15×15 U[1,99] 0.09 5.46 4.34 1.36 6.90
15×15 U[1,124] 0.07 6.82 3.97 1.22 6.36
10×10 U[1,24] 0.43 3.22 7.89 2.62 12.29
10×10 U[1,49] 0.21 4.44 7.24 2.32 11.32
10×10 U[1,74] 0.14 5.53 6.44 2.03 10.12
10×10 U[1,99] 0.15 7.22 5.98 1.85 9.42
10×10 U[1,124] 0.04 8.50 5.51 1.71 8.64
Avearage  0.19 6.94 5.29 1.70 8.35

 
 

 
Fig. 9. Means plot and LSD intervals 
(at the 95% confidence level) for the 
type of algorithm factor in the PM 
policy 

Fig. 10. Means plot for the 
interaction between the factors type 
of algorithm and Dpm  in the PM 
policy III. 

Fig. 11. Means plot for the 
interaction between the factors type 
of algorithm and   in the PM policy 

III 
 

5. Conclusion 
 
In most industrial environments, it is usually considered that the machines are available through the 
planning horizon, but this assumption is rarely correct in real world circumstances. Another important 
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assumption is to consider the setup times as a part of processing times, while set up time for a job may 
be depended on its immediate preceding job on the same machine, known as sequence-dependent setup 
times. The main idea of this paper was to consider different preventive maintenance policies on 
machines in the openshop problem with sequence dependent setup times using immune algorithm. 
Considered preventive maintenance policies have been planned for maximizing the machines 
availability or keeping a minimum level of reliability through the production horizon. The paper has 
proposed a simple criterion to schedule preventive maintenance operations to the production sequence. 
The objective function of this paper was to minimize makespan. In total, the proposed algorithm has 
been extensively compared with four adaptations of existing heuristic and meta-heuristic methods by 
considering preventive maintenance through data sets from benchmarks based on Taillard’s instances 
with some adjustments. The results have shown that the proposed IA algorithm provides superior 
solution compared with other algorithms that obtain good quality solutions for open shop without PM 
constraint. Our Results also shown that the efficiency of other considered algorithms from literature 
respect to themselves were completely different which are available in open shop without PM 
constraint.  The effect of different parameters on algorithms efficiency has been explored and the results 
showed that performance of proposed algorithm was better than other algorithms.   
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