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 The construction of smart villages has begun in many Indonesian villages, along with the 
advancement of technology and local economic growth. Villagers must participate in 
constructing the smart economy-smart village by becoming familiar with the characteristics of 
the village's inhabitants using the citizen science model. This study intends to categorize villagers 
so that researchers can assess and decide their level of readiness for a smart economy in an 
ecosystem based on a smart village. Clustering is required to find communities of residents who 
are ready based on their traits. Using fuzzy C-Means with a Davied Bouldin Index value of 0.129, 
the data were divided into 4 clusters. The most important variables were chosen using 
information from the test's 300 responders, and the Kaiser Mayer Olkin assumption of 0.975 was 
used to validate the results. Our paper provides new information on how smart village readiness 
is assessed by the citizen science cluster. It was decided to divide residents into four groups: 
those who are less prepared (24.33%), those who are somewhat prepared (29.33%), those who 
are ready ( 25.67%) %), those who are ready (level of participatory knowledge), and those who 
are very ready for the smart economy (20.67%) based on the cluster model. 
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1. Introduction 
 

Smart villages and rural communities are built on the strengths and resources of the area. Additionally, efforts are being 
made to develop new opportunities where traditional and modern networks and services are improved through digital 
technology, telecommunications, innovation, and knowledge-based smart use. Citizen science in village development can 
be seen as villager participation in data collection for the scientifically based study. Smart village research and citizen 
science research, in which villagers work with scientists to analyze and collect data that will eventually be useful for better 
resource management, are indistinguishable from one another (Maja et al., 2020; Tosida et al., 2020). The ease with which 
anyone can now get and distribute data due to technological improvements is one of the causes. A rise in citizen scientists' 
active participation can be seen in the growth of scientific communication. Analyzing the inhabitants' personalities is 
necessary to create a strong economic ecosystem dependent on the villagers' maturity. Social science concepts like citizen 
science and citizen science lend credence to this. In the developing discipline of "citizen science," scientists and citizens 
collaborate to produce new knowledge that advances both science and society (Beza et al., 2017; Shamir et al., 2016). 
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At present, the village is considered capable of developing and innovating in alleviating the problems in the village. Villages 
are encouraged to be advanced and independent, hoping to develop their various potentials for their village development. 
Particularly with strong backing from the government, in the form of Village Funds (DD), and local governments to finance 
its growth (Article 72 of the Village Law), which genuinely intends to enhance the standard of living in rural communities 
and lower poverty (Article 78 of the Village Law). 
 
Poverty in rural areas is caused by the development gap between regions, which negatively impacts the community's social 
life and becomes a serious problem. Based on the results of the Developing Village Index (IDM) data collection, the level 
of village development is categorized as being behind, developing, advanced, and independent. The IPD (Village Potential 
Index) classification was then used to identify 14.461 underdeveloped villages (19.17%), 55.369 developing villages 
(73.40%), and 5.606 independent villages (7.43 percent). In 2015-2019, the number of underdeveloped villages greatly 
increased to their status as developing villages. It assumes that village development has been carried out properly as the 
Village Law mandates. Still, if we examine further, the number of independent villages is only about 7%, meaning only a 
few once-developed villages that rose to their status as independent villages (Ella & Andari, 2018). Efforts to reduce rural 
farmer poverty are a high priority in many countries (Tosida et al., 2022b). One notion that has been successful in reducing 
poverty among farmers in rural regions is the smart village concept. The success of smart people in village projects depends 
on inhabitants and stakeholders working together to achieve those goals (Tosida, Herdiyeni, et al., 2020). 
 
Analyzing the residents' personalities is required to actualize an economic ecosystem and develop a decent smart village, 
both of which depend on the maturity of the villagers. It is important to strengthen social science concepts like citizen 
science or citizen science to analyze the characteristics of citizens. Collaboration between scientists and the general public 
to produce new information for science and society is known as citizen science.  
 
This study uses clustering to analyze and decide on ecosystem readiness in smart villages for a smart economy. Next, the 
author's research will use an unsupervised method using fuzzy c-means (FCM). FCM algorithms are the most popular 
clustering algorithms because of their ease of use and speed, according to Hendalianpour et al. (2017). FCM aims to classify 
data points into various clusters, allowing for precise and reliable data recovery without losing data accuracy due to 
algorithm blurring (Reddy et al., 2019). Furthermore, FCM is more robust to noisy data and outliers than K-means (Wiharto 
& Suryani, 2020), and more flexible in handling complex data structures than other clustering algorithms (Zhang & Shen, 
2014). 

2. Literature Review 

2.1. Citizen Science 
 
There are growing computational technologies and citizen science initiatives (Ponti & Seredko, 2022). The study of science 
and technology by society is known as citizen science or science in a different sense. Whereas citizen science is defined by 
The Oxford English Dictionary as a scientific study carried out by members of the general public, frequently in collaboration 
with professional scientists or under the supervision of professional scientists or scientific institutions. Actors who engage 
in citizen science are citizen scientists (Assumpcao et al., 2019). Clustering and citizen research have been combined in 
various scientific domains, including environment and health (Ozyigit et al., 2019; Kirschke et al., 2022). They also cover 
this strategy's possible advantages and difficulties and advise on developing and carrying out fruitful citizen science and 
clustering projects. A citizen scientist is a volunteer who gathers and/or processes data as part of a scientific investigation. 
Although citizen science has its roots in the early beginnings of modern science itself, projects involving citizen scientists 
are expanding, especially in ecology and the environmental sciences (Silvertown, 2009). 
 

Clear objectives, reliable data, citizen empowerment, effective communication, scientific input, and the capacity to serve 
as a resource and advance alongside research are essential to successful citizen science. The four levels of citizen science 
can be divided into three categories: 1) Crowdsourcing, where citizens act as sensors to aid in data collection and input; 2) 
Distributed Intelligence, where citizens act as interpreter bases; and 3) Participatory Science, where citizens actively engage 
in the process. In 3) Extreme / Collaborative Science, citizens formulate problems, gather data, and even analyze that data. 
So, a citizen science study may involve participation from professional scientists, credentialed scientists, university 
scientists, residents, amateurs (hobbyists), community members, volunteers, indigenous people, and human sensors (Tosida, 
Herdiyeni, et al., 2022). 

2.2. Information Gain 
 
To determine the upper bounds of an attribute's significance, researchers commonly use the feature selection technique 
known as "information gain" (Azhagusundari & Thanamani, 2013; Deng & Runger, 2016), which is the difference between 
an object's entropy value before and after separation. The attributes that will ultimately be used or eliminated are presented 
only in the first step of this value measurement, qualities that meet the weighting criteria for the categorization step of the 
algorithm. The feature selection and data gathering methods are divided into three parts (Maulana & Karomi, 2015), i.e.: 
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a. The first step is to determine the information gain acquisition value for each attribute in the dataset that must be 
processed.  

b. Specify the desired threshold. As a result, attributes with weights equal to or higher than the limit can be preserved, 
whereas attributes with weights lower than the limit can be removed.  

c. After determining the dataset's highest information gain value, the attributes will be reduced.  
Claude Shannon developed the concept of this attribute's measurement for the first time in information theory (Maulana 
& Karomi, 2015; Tangirala, 2020) and written as:  𝑖𝑛𝑓𝑜ሺ𝐷ሻ =  −   𝑝𝑖 𝑙𝑜𝑔ଶ(𝑝𝑖)ୀଵ  (1) 

where:  
D  : Case set 
M : Number of partitions D  
pi : Proportion of Di to D  
 
While pi is the probability of a tuple in D that falls into class Ci and is estimated by |Ci,D| / |D|. The log function, in this 
case, uses log-based 2 because the information is encoded bit-based. The calculation of the entropy value after separation 
can be done using the following formula: 
 𝑖𝑛𝑓𝑜(𝐷) =  |𝐷||𝐷| ×  𝐼 (𝐷)௩ୀଵ  

(2) 

        
where:  
D   : Case set 
A   : Attribute 
v   : Number of attribute partitions A 
|Dj|   : Number of cases on j partition 
|D|   : Number of cases in D 
I (Dj) : Total entropy in partition 

 
Meanwhile, to find the information gain attribute A, the following formula can be used: 
 

Gain (A) = I (D) – I (A) (3) 
 
where:  

 
Gain (A) : A attribute information 
I (D)  : amount of entropy 
I (A)  : entropy A 

 
2.3. Kaiser Mayer Olkin 
 

Before entering the factor analysis stage, several assumptions need to be made, namely the assumption of data adequacy 
and correlation between variables. The Kaiser Mayer Olkin (KMO) test aims to determine whether all the data taken are 
sufficient to be factored (Prasetyo et al., 2020; Shrestha, 2021). The hypothesis of KMO is as follows: 

H0: The amount of data is sufficient for factor analysis 
H1: The amount of data is not sufficient for factor analysis 
 
Test Statistics: 
 𝐾𝑀𝑂 = ∑ ∑ ೕమೕసభసభ∑ ∑ ೕమೕసభసభ ା∑ ∑ ೕమೕసభసభ     

(4) 

       
where: 
 
i = 1,2,3, …, p and j = 1,2, …,p with i ≠ j 
 
rij: correlation coefficient (relationship between 2 variables) between variables i and j 
aij: partial correlation coefficient (relationship between 2 variables controlling other variables) between variables i and j 
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2.4. Fuzzy C Means 
 

FCM is a flexible clustering technique that may be utilized in various research fields to cluster data and extract insightful 
information. It consists of market segmentation (Phuc & Chi, 2021; Shi et al., 2015), health (Christyanti et al., 2022; 
Setiawan et al., 2023), environmental monitoring (Lusiana et al., 2023; Rajput & Kumaravelu, 2021), etc. The Hard C-
Mean clustering approach gave rise to the Fuzzy C-Means clustering method in 1981. Unsupervised clustering algorithms 
such as FCM are used to solve problems with feature analysis, clustering, and classifier building. It is widely applied in 
fields such as agricultural engineering, astronomy, chemistry, geology, image analysis, medical diagnosis, shape analysis 
and target recognition. The FCM clustering technique, which is actually based on Ruspini Fuzzy clustering theory, was 
proposed in the 1980s along with the development of fuzzy theory. The cluster centres are generated for each cluster, and 
the clusters are formed based on the spacing between the data points (Ghosh & Dubey, 2013). The FCM method assigns a 
degree of membership to each class based on a fuzzy membership. Like the pixel probability in a mixture modeling 
assumption, the degree of membership in fuzzy clustering is crucial. FCM helps create new clusters from data points with 
close membership values to existing classes. Fundamentally, the fuzzy membership function, partition matrix, and objective 
function are the three fundamental operators of the FCM technique (Nayak et al., 2015). The clustering approach involves 
grouping data and their parameters into categories based on the tenacity of each data type (similarity of properties). Using 
a method known as fuzzy c-means clustering, the optimal cluster in a vector space is chosen using the Euclidean normal 
form for the distance between vectors. Fuzzy grouping is beneficial for locating fuzzy rules in fuzzy modeling. The Fuzzy 
C-Means approach starts by locating the cluster center, which will act as the average position for each generated cluster. 
Under the initial conditions established by the first iteration computation, the center of this cluster is still not exact. Each 
cluster has a different level of membership for each data point. By continuously improving the cluster center and the degree 
of membership of each data point, it can be shown that the cluster center will move to the correct location with each iteration. 
This iteration is based on the cluster's center. It is based on the minimization of the objective function, which calculates the 
distance between a specific data point and the cluster's center and is weighted by the degree of the data point's membership 
(Nugraha & Riyandari, 2020). The Fuzzy C-means method's algorithmic stages for calculation are as follows: 
 
a. The input data to be clustered, X, is a matrix measuring n × m (n = number of data samples, m = attributes of each data). 

Xij the i sample data (i = 1,2, ,n), the j attribute (j = 1,2,…,m). 
b. Define: 

- Number of clusters = c 
- Rank = w 
- Maximum iterations = Maxlter 
- Smallest error expected = 𝜉 
- Initial objective function = P0 = 0 
- Early iteration = t = 1 

c. Generate random number µik, i = 1,2,…,c; as elements of the initial partition matrix U. 
Count the number of each column 
 𝑄𝑖 =  µ

ୀଵ 𝑖𝑘  with 𝑗 = 1,2, … ,𝑛 
 

(5) 

Count:    µ 𝑖𝑘 = µ ொ  
d. Cluster centroid calculation formula to -𝑘, 𝑉𝑘𝑗 with 𝑘=1,2,⋯,𝑐 and 𝑗=1,2,⋯,𝑚  𝑉 = ∑ ൫(µ)ೢ∗௫ೕ൯సభ∑ (µೖ)ೢసభ    (6) 

e. Partition matrix change formula  

f.   µ = [∑ (𝑋 − 𝑉)ଶ]ୀଵ షభೢషభ∑ [∑ (𝑋 − 𝑉)ଶ]ୀଵ షభೢషభୀଵ  
 

(7) 

with: 𝑖=1,2,⋯,𝑛 and 𝑘 = 1,2,⋯,𝑐 
g. The objective function formula in the th iteration -𝑡, 𝑃𝑡  

𝑃௧ = ൭(𝑋𝑖𝑗 − 𝑉𝑘𝑗)ଶ
ୀଵ ൩ (µ)௪൱

ୀଵ

ୀଵ  

 

(8) 

h. Check stop condition 
-  If: (|𝑃𝑡 – 𝑃𝑡−1|< 𝜉) or (𝑡 > Maxlter) then stop;  
-  If not: 𝑡 = 𝑡+1, repeat step to-d.  
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2.5. Davies-Bouldin Index 
 
The method for evaluating the results of the clusters formed is using a certain algorithm, namely, the Davies-Bouldin Index 
(DBI), used to evaluate clusters. The idea method was introduced by David L. Davies and Donald W. Bouldin, and this 
method uses both names so that the Davies-Bouldin index method appears (Radius et al., 2020). 
 
1) The sum of within-cluster squares (SSW) Calculating the Sum of the Square Within-Cluster value will reveal the 

cohesion in the i-th cluster (SSW). The proximity of the data to the cluster center point is added together to form cohesion. 
The following equation was used to find the sum of squares within the cluster. 
 

SSWi = ଵ ∑ 𝑑(𝑥𝑗. 𝑐𝑖)ୀ    (9) 
          
2) The cluster separation will be ascertained using the Sum of Square Between-cluster (SSB) calculation. The following 

equation is used to determine the Sum of Square Between clusters. 
 

SSBi,j = d(ci,cj) (10) 
 

3) Ratio (Ratio) aims to determine the value of comparing the i-cluster and j-cluster. The following equation is used to 
calculate the value of the ratio owned by each cluster. 
 

Ri,j = ௌௌௐାௌௌௌௌ,   (11) 

4) Davies Bouldin Index The ratio value obtained from the equation is used to find the Davies-Bouldin Index (DBI) value 
using the following equation:  
 

DBI = ଵ  ∑ 𝑚𝑎𝑥ୀଵ i≠j (Ri,j) (12) 
 

From the equation, k is the number of clusters. The smaller the Davies Bouldin Index (DBI) value obtained (non-negative 
>= 0), the better the cluster obtained from grouping using the clustering algorithm (Surarso & Gernowo, 2020). 

3. Materials and Methods  

Knowledge Discovery in Databases (KDD) is a series of procedures for extracting meaningful knowledge from data, the 
research methodology used in this study. Data pretreatment and postprocessing are two transformation phases of Knowledge 
Discovery in Databases. The process of converting raw data into a format suitable for further analysis is known as data 
preparation. In order to discover features and data segments important to data mining processes, data pre-processing is also 
performed. Data mining and knowledge discovery in databases (KDD) are frequently used interchangeably to extract hidden 
information from a huge database. Although the two names have separate concepts, they are related. Another step in the 
whole process of finding knowledge in databases is data mining (Karsito & Monika Sari, 2018). This database knowledge 
discovery technique seeks to reveal the potential of the data gathered from the database and afterward examined for patterns, 
evaluated, and clarified through visualization (Watulangkouw, 2022). The stages of the database's knowledge discovery 
process are shown in Fig. 1. 

 
Fig. 1. Database Knowledge Discovery Process Stages 

 
The stages of the knowledge discovery process in the database based on Fig. 1 can be explained as follows: 
a. Data Selection 
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A new operational data set must be selected before the data mining phase of the information extraction process can begin. 
Then, the data selected for use in the data mining process is stored in a separate file of the operations database. 

b. Pre-processing/Cleaning 
 

Furthermore, the data that is the focus of KDD must first undergo a cleaning process used for data mining. The cleaning 
process includes eliminating data duplication, searching for conflicting data, and fixing problems like typos. 

c. Transformation 
 

The data that has been selected undergo a processing process called coding to make it suitable for data mining. 

d. Data Mining 
 

Data mining involves specific tools or approaches to hunting for intriguing patterns or information in chosen data. 

e. Interpretation/Evaluation 
 

It is necessary to present the data mining process's pattern of information in a way that is understandable to interested 
parties. 

f. Knowledge 
 

The process's final stage is how to create conclusions or take actions based on the analysis's findings. 

The hard k-means approach includes a clustering technique called fuzzy c-means that uses a fuzzy grouping model to allow 
data to belong to any class or cluster created with membership levels ranging from 0 to 1. Fig. 2 depicts the Fuzzy c-means 
algorithm's steps. 

 

Fig. 2. Flowchart Fuzzy c-means  
4. Results and discussion  

 
4.1 Results of information gain  

 
On the basis of Eq. (1), Eq. (2), and Eq. (3), the results of the calculation of information gain are obtained, as shown in Fig. 
3. Fig. 3 shows the gain variable information value. The attribute that is reduced is the attribute with the smallest information 
gain value. As many as 221 attributes are reduced by 171, and only 50 attributes are taken. Irrelevant attributes will reduce 
machine learning performance. Meanwhile, redundant attributes will make machine learning work longer (Astuti, 2017). 
Based on the equation described previously for research with the largest information gain value with a value of 0.78 on the 
X224 variable (Ability to report internet problems to the village/regional government (after the smart village) up to 0.19 on 
the X167 variable (The ability level of the village/regional government in transforming based on ICT to support business 
development). Access to reliable and fast internet connectivity is essential for various aspects of modern life, including 
business, education, healthcare, and communication. In rural areas and villages, where internet connectivity can be limited, 
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addressing internet problems can help improve residents' quality of life and support economic development (Ruiz-Martínez 
& Esparcia, 2020). 

 
Fig. 3. Gain Variable Information Value 

4.2. Result of Assumption Test for Kaiser Mayer Olkin (KMO) 
 

The computational process obtained the KMO value of 0.975263 on all the reduced variables. Therefore, the data can be 
said to represent the population or representative. 

Clustering 
 
The clustering technique is used for the data mining process with fuzzy c-means algorithm. The FCM method in this study 
uses four clusters. Data processing in this study uses the help of the Rstudio program with the e1071 library. So the results 
obtained can be explained as follows. 

 
1) Maximum Iterations 
 
To calculate the first iteration function at P1 to P73, you can use equation (8). Then the results of the objective function are 
shown in Table 1. 
 
Table 1  
Objective Function Result 

Iteration to Objective Function 
1 11.48 
2 11.01 
3 10.82 
… … 
72 10.73 
73 10.73 

 
The clusters generated in Table 1 finish at the 73rd iteration with an objective function value of 10.73; the appendix shows 
the objective function's overall value. The fault found using this objective function is as follows. 

 
|𝑃73 – 𝑃72| = 10.72912311– 10.72912324| = 0.00000013< 𝜉 

 
2) Cluster Center 
 
With the objective function obtained previously, the cluster center is shown in Fig. 4. Based on the results of calculating 
the cluster center using equation (6) can be seen in Figure 4. It can be explained by the movement of variables in cluster 1 
(blue) flexibly at centroid -1. Still, at variable X116, the centroid increases at -0.5, so the next movement is at the centroid 
-0.5. For variables in cluster 2 (yellow), the graph movement is stable at centroid 0; for variable X193 the centroid increases 
to 0.5. However, it decreased back to centroid 0. The variables in cluster 3 (gray) show that the graph's movement is stable 
for each variable. Furthermore, the variables in cluster 4 (red) indicate that the graph movement is stable, namely moving 
in centroid 1, then in the variable X116 cluster 4 the centroid decreases, namely 0.5. So that the cluster 1 centroid point is 
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found in variable X96, the cluster 2 centroid point is found in variable X193, the cluster 3 centroid point is found in variable 
X193 found in variable X169, and the centroid point of cluster 4 is found in variable X194. 
 

 

 
Fig. 4. Cluster Center Results 

 
3) Membership of Each Cluster 
 
To determine each villager's membership in the Kemang subdistrict, which contained up to 300 respondents, the degree of 
membership of each cluster is used, as indicated in Table 2. Using the same level of membership as in the previous iteration.  
 
Table 2  
Cluster membership degree 

Respondent Cluster 1 Cluster 2 Cluster 3 Cluster 4 
1 0.299139408 0.26344983 0.35855009 0.078860664 
2 0.073735045 0.28318018 0.19864521 0.444439567 
3 0.041861622 0.22686507 0.13648157 0.594791741 
4 0.079680221 0.44095412 0.40615227 0.073213387 
5 0.097906104 0.34549766 0.50505940 0.051536833 
6 0.100536661 0.36061848 0.47486736 0.063977500 
7 0.086764320 0.29012896 0.21753947 0.405567252 
8 0.021858430 0.19090685 0.77601516 0.011219558 
9 0.065523665 0.37029966 0.52617620 0.038000469 

10 0.007749029 0.08035143 0.90770880 0.004190749 
… … … … … 

300 … … … … 
 

Table 2 shows the output from the fuzzy c-means process using the Rstudio program. The tendency of the villagers to enter 
which cluster is determined by the degree of membership of each village respondents. The villagers have the strongest 
propensity to join the cluster, as indicated by their highest degree of membership. Fig. 5 displays the full outcomes of 
dividing the villages into 4 groups. 
 

 
Fig. 5. Fuzzy C-means Visualization 

On the basis of the fuzzy c-means method using the Rstudio program, the tendency of the villagers to join which cluster is 
inferred from the degree of membership of each village response. According to the highest degree of membership, villagers 
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have the greatest propensity to join clusters. The visualization of Figure 5 shows the full outcomes of clustering the villagers 
into 4 groups. 
4) Cluster Validity 
 

The Davies-Bouldin Index approach assesses the clustering method's outcomes. The principles of coherence and separation 
form the cornerstone of this approach. Cohesion in the clustering process is the total of the data's distance from the cluster's 
centroid. The separation is determined by the separation between the cluster's centroids (Dinata et al., 2020). The cluster 
produced by the fuzzy C-Means algorithm is better the smaller the DBI value obtained (non-negative >= 0). Table 3 provides 
the findings for the smallest DBI value that was obtained. 

Table 3  
Validity Davies-Bouldin Index (DBI) 

Cluster DBI 
K=4 0.129 

Referring to the DBI value in Table 3 and based on the previous analysis, the researchers found that dividing the data into 
4 clusters was sufficient to explain the diversity and characteristics of the data groups and to classify the characteristics of 
villagers in Kemang sub-district. Figure 5 shows the population distribution of each cluster in the sub-district. Cluster 1 has 
the smallest population of 73 residents, primarily Kemang and Pabuaran Village residents. Cluster 2 consists of 77 residents 
and has the largest population of residents from Atang Sanjaya, Jampang, and West Semplak villages. Cluster 3 comprises 
88 residents and has the largest population from Parakan Jaya and Pondok Udik villages. Finally, Cluster 4 has 62 residents 
and the largest population from Bojong and Tegal villages. As shown in Figure 6, these population distributions provide 
insight into the characteristics and readiness of different groups of villagers in Kemang sub-district for smart economy-
smart village development. 

 

Fig. 6. population of villagers by cluster 

Fig. 6 captures the outcomes of the cluster center or centroid sequence of variables: the growth of the smart economy, 
innovation, entrepreneurship, and empowerment, all of which directly contribute to the development of smart villages in 
the Kemang District. The cluster center and the cluster average can describe the group's characteristics. Based on the 
characteristics of the group, the average variables are sorted based on their group ranking from the highest group to the 
lowest ranking, which is calculated using the RANK function (Number, Ref, Order). After being sorted, group 1 is the 
lowest, while group 4 ranks highest. The arrangement of group rankings based on the center of the group or centroid 
according to Eq. (7) is as follows: 

 

Centroid (Vi) = 

Cluster 1 → Ranking 4Cluster 2 → Ranking 2Cluster 3 → Ranking 3Cluster 4 → Ranking 1 
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The clustering groups ranking indicates that the interpretation of each of the existing groups is as follows: 

1) Cluster 1 consists of villagers with the lowest readiness characteristics for smart economy-smart villages compared to 
other groups. Villagers in this cluster have a minimum contribution value on almost all variables. This cluster consists 
of villagers who are least prepared for smart economy-smart village readiness compared to the other 3 clusters of 
villagers. In cluster 1, the centroid point is found in the village residents' decision-making during the socialization 
process through the empowerment variable of the Kemang Smart Village beneficiaries. Cluster 1 belongs to the 
crowdsourcing level. 

2) Cluster 3 is the villagers who are not ready for a smart economy-smart and viewed from several aspects, only the variable 
contribution of the level of the ability of business owners to utilize ICT in accessing research funds has the highest value. 
The readiness of villagers in this group is almost equal to cluster 1, but based on its characteristics, it is still above the 
cluster. In the cluster of 3 centroid points, business owners can utilize ICT in accessing research funds for villagers 
through innovation variables, with an innovation dimension that contributes to the ability of research funds. Cluster 3 
belongs to the distributed intelligence level. 

3) Cluster 2 consists of villagers who are quite ready regarding several aspects of variable contribution. Only a few have a 
minimum value. The readiness of the villagers in this group is almost the same as cluster 4, but based on its 
characteristics, it is still below that group. In cluster 2, the centroid point is found in the ability to access highway 
infrastructure (after the smart village) through the smart economic development variable. Cluster 2 belongs to the 
participatory science level. 

4) Cluster 4 consists of villagers with the highest readiness for smart economy-smart villages. This cluster has the 
maximum contribution value in almost all variables. This cluster consists of the most prepared villagers compared to 
the other 3 clusters of villagers. In the 4-point cluster, the centroid is found in the strength of the community being able 
to push the technological constraints of the villagers through the smart economic development variable. Cluster 4 
belongs to the extreme citizen science level. 

 
It is possible to distinguish between the role and participation of its citizens to determine the level of citizen science using 
the signs and the cluster form from the application of the fuzzy c-means algorithm, which is expected to be able to measure 
the readiness of citizens toward the smart economy village sages. 
 
The smart economy-smart village will function at its best if citizen science has advanced to the point of extreme citizen 
science, where the majority of citizens are capable of participating at their level of involvement and may be involved in the 
analysis, publication, or use of results, necessitating that scientists act as facilitators in addition to their expert role. Cluster 
4, which has a higher level than the other clusters but with a smaller population, it was decided that it would not have much 
impact on the expansion of smart villages in Kemang Regency even though it has a higher level. If a smart city or smart 
economy is to flourish, it must involve the public and incorporate people, institutions, and technology. Citizens' involvement 
is recognized as crucial to the success of a smart city or economic initiatives since it is thought to be a method to drive 
innovation and to develop more responsive and effective government processes (Andria et al., 2022; Ardiansyah et al., 
2022; Hadian & Susanto, 2022; Tosida, Solihin, et al., 2022). 

5. Conclusion 

In order to create a smart economy-smart village based on citizen science, this study uses the fuzzy c-means algorithm to 
measure the villagers' readiness level. According to the information gain value, the 50 variables with the highest number 
are the most informative, which means they are the most pertinent to the target class, according to data on the variable. The 
influence on the process of grouping the preparedness of villagers and the contribution of variables to the smart economy-
smart village increases in direct proportion to the value of information gained on a characteristic. The data can therefore be 
stated to represent the population or be representative since the Kaiser Mayer Olkin value of 0.975 is obtained on the entire 
variable, which is considered extremely good. 
 
Using the fuzzy c-means technique, 73 entities were placed in cluster 1, 77 entities in cluster 2, 88 entities in cluster 3, and 
62 entities in cluster 4, with the clustering results. On the basis of the interpretation of the results of the clustering or centroid 
analysis, it was decided that 24.33% of the population was very unprepared for the smart economy-smart village and were 
part of cluster 1, which was included in the crowdsourcing level with relatively low readiness of residents for the smart 
economy-smart village. This cluster comprises residents who are least prepared for smart economy-smart readiness villages. 
As many as 29.33% of the population not ready to go to a smart economy-smart village are included in cluster 3. It is 
classified as a distributed level of intelligence with the readiness of villagers not being ready to go to a smart economy-
smart village. Residents fully prepared for the smart economy-smart village comprise 25.67% of the population and are 
included in cluster 2. As a result, the level of participatory science is determined by the villagers' readiness for the smart 
economy-smart village. People who are extremely prepared for a smart economy-smart village make up 20,67% of the 
population and are found in cluster 4, rated as having exceptional citizen science preparation.  
 
In the Kemang District of Bogor Regency, West Java, Indonesia, where villagers' willingness to move to a smart economy-
smart village is concerned, they occupy the distributed intelligence level with the greatest population dominating. Although 
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the comparison of the population of residents in cluster 4 with that of the entire cluster does not dominate, the degree of 
extreme citizen science in cluster 4 has not been able to substantially impact the readiness of the global smart economy-
smart village in the sub-districts. The development of a smart economy, innovation, entrepreneurship, and empowerment 
are the factors that immediately follow in creating a smart economy-smart village in Kemang District. The varying degrees 
of villager readiness may be assessed and distinguished depending on numerous factors. Villagers with similar preparation 
levels are grouped by the clusters, which may then be utilized to construct targeted interventions and policies to increase 
readiness and further smart village development. 
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