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 COVID-19 detection through radiological examination is favoured since it is fast and produces 
more accurate results than the laboratory approach. However, when it has infected many people 
and put a strain on the healthcare system, the need for fast, automatic COVID-19 detection in 
patients has become critical. This study proposes to detect COVID-19 from chest X-ray (CXR) 
images with a machine learning approach. The main contributions of this paper are to compare 
two powerful deep learning models, i.e., convolutional neural networks (CNN) and the 
combination of CNN and Long Short-Term Memory (LSTM). In the combination model, CNN 
is recommended for feature extraction, and COVID-19 is classified using the features of LSTM. 
The dataset used in this study amounted to 4,095 CXR images, consisting of 1,400 images of 
normal conditions, 1,350 images of COVID-19, and 1,345 images of pneumonia. Both CNN and 
CNN-LSTM were executed in a similar experimental setup and evaluated using a confusion 
matrix. The experiment results provide evidence that the CNN-LTSM is better than the CNN 
deep learning model, with an overall accuracy of about 98.78%. Furthermore, it has a precision 
and recall of 99% and 98%, respectively. These findings will be valuable in the fast and accurate 
detection of COVID-19. 
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1. Introduction 

SARS-CoV-2, also known as the coronavirus, is a virus that causes the disease COVID-19. It first emerged in late 2019 and 
has since spread globally, resulting in over 500 million confirmed cases and 6 million deaths until now (WHO Coronavirus 
(COVID-19) Dashboard, 2022). The majority of people who are infected with SARS-CoV-2 do not exhibit symptoms, 
which is known as being asymptomatic. However, some individuals may experience symptoms such as fever, coughing, 
and shortness of breath. These symptoms can range from mild to severe. (Wang et al., 2020). The vaccination is currently 
being widely administered in an effort to curb the spread of COVID-19 and has been shown to reduce severe symptoms and 
the risk of death. However, cases of COVID-19-related deaths are still common among adults over 40 years old, even after 
receiving two doses of the vaccine (Sheikh et al., 2020). Additionally, vaccines may cause allergies, making it impossible 
for some people to receive the vaccine (Schumaker et al., 2020). Therefore, preventive measures such as early detection of 
COVID-19 are still necessary. 

Until now, no medicine has been discovered that can cure the COVID-19 infection. Therefore, testing and tracing are still 
the best solutions. The most commonly used method for diagnosing COVID-19 is Polymerase Chain Reaction (PCR) test. 
It is done by taking a sample of the patient's nasal swab, which is then analyzed and combined with a fluorescent dye to 
detect the presence of the virus (Wang et al., 2020). However, the PCR test has some weaknesses, like some cases that 
produce negative results even though the patient shows signs of being infected when looking at the results of lung scans (Ai 
et al., 2020). 
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An alternative method for diagnosing COVID-19 infection is by using chest imaging. Narin et al. (2021) also found that 
images of the lower portion of the lungs had a higher accuracy in detecting COVID-19 than a nasal swab sample using the 
PCR method. X-ray and Computed Tomography (CT) are clinical diagnostic tools that can depict the condition of the lungs 
and identify COVID-19 in patients. Although CT has better detection sensitivity, X-ray is more commonly used in clinical 
practice due to its benefits and ease of use, such as its lower cost, minimal radiation dose, and wide availability in general 
hospitals (Narin et al., 2021).  

The challenge of diagnosing COVID-19 through chest imaging is that it requires radiologists to interpret the images because 
they are not easily readable for non-experts. Additionally, the high number of patients compared to the number of 
radiologists can cause ineffective diagnosis as it requires more time and energy. To speed up the detection of COVID-19 
through chest imaging, research aims to analyze chest x-ray images through the use of Artificial Intelligence (AI) features. 
The use of AI with a machine learning approach can help healthcare professionals predict COVID-19 through chest x-ray 
images with high accuracy and quickly. The detection of the coronavirus in X-ray images using an algorithm developed by 
Zein (2021) demonstrates that X-ray imagery can be used to detect COVID-19. 

Some previous studies based on Deep Learning for the classification of COVID-19 thorax images were proposed by Reshi 
et al. (2021), Salman et al. (2020) and Gilanie et al. (2021), which discussed that a good CNN approach was used in 
classification. In other studies, Demir (2021) and Pustokhin et al. (2020) have tried to use Deep LSTM and Deep Bi-LSTM, 
which can produce accuracy comparable to CNN. Islma et al. (2020) and Dastider et al. (2021) proposed a combination of 
CNN-LSTM that can improve COVID-19 prediction accuracy on X-ray images. This study tried to propose an improved 
CNN, CNN-LSTM, and compared them to see the performance of both models in classifying 4,095 X-ray images into three 
categories: COVID-19, Pneumonia, and Normal. 

The remainder of the paper is organized as follows. In Section 2, we review the scientific work related to this research. 
Section 3 explains the collection and split of the dataset as well as the proposed approach. Section 4 contains the results and 
a comparison of the experiments that were performed. Finally, in Section 5 and 6, we present the paper's discussion and 
conclusions as well as recommendations for further research. 

2. Literature Review 

Reshi et al. (2021) proposed a convolutional neural network (CNN) framework which used about 178 X-ray images as the 
dataset. The results showed that 42 of the 136 X-ray photos belonged to normal people or those with other illnesses, such 
as pneumonia, while the remaining 136 images belonged to confirmed COVID-19 patients. The testing results showed an 
overall accuracy of up to 99.5%, demonstrating the suggested CNN model's exceptional performance in the targeted 
application domain. 

El Asnaoui and Chawki (2021) used deep learning models (VGG16, VGG19, DenseNet201, Inception ResNet V2, Inception 
V3, Resnet50, and MobileNet V2) to identify and categorize coronavirus pneumonia. The tests employed a chest X-ray and 
CT dataset of 6087 pictures (2780 images of bacterial pneumonia, 1493 of coronavirus, 231 of COVID-19, and 1583 
normal) (2780 images of bacterial pneumonia, 1493 of coronavirus, 231 of COVID-19, and 1583 normal). The findings 
indicated that the employment of Inception Resnet V2 produced the greatest values of 92% accuracy, 92% sensitivity, 96 
% specificity, 92% precision, and 92% F1 score. Even though Inception Resnet V2 provides a great result, it takes longer 
for the training and testing steps, which take 79,184.28 and 262 seconds, respectively. In addition, we find that Inception 
V3 is fast and offers powerful results (88% correctness and accuracy). As a result, the scientist can choose between 
computation time and accuracy when deciding which approach to use. However, since this study is in the medical field, the 
accuracy of the approaches remains a major selection consideration. 

Wang, Lin, & Wong (2020) proposed COVID-Net, a deep convolutional neural network architecture for identifying 
COVID-19 instances from chest X-ray (CXR) pictures. The collection comprises 13,975 CXR pictures spanning 13,870 
patient cases. The experimental results indicated that COVID-Net can achieve high accuracy (93.3%) and good sensitivity 
(91.0%) for identifying COVID-19 patients using chest X-rays. The COVID-Net network design may achieve a reasonable 
balance between computational efficiency and performance. The COVID-Net network exceeded the VGG-19 and ResNet-
50 networks in accuracy and sensitivity. These findings highlight the advantages of selective long-range connections and 
the high architectural variety observed in COVID-Net, making it simpler to represent information and train on it. 

Islam et al. (2020) created a suggested method to diagnose COVID-19 based on clinical photos, CT scans, and X-rays of 
the chest using a deep CNN-LSTM network. This architecture's structure was constructed by merging CNN and LSTM 
networks, with the CNN collecting sophisticated information from pictures and the LSTM functioning as a classifier. 
Combining retrieved attributes with an LSTM that separates COVID-19 instances from others increases the performance of 
the proposed system. The constructed system had 99.4% accuracy, 99.9% AUC, 99.2% specificity, 99.3% sensitivity, and 
a 98.9% F1-score. The recommended CNN-LSTM architecture outperforms the rival CNN network, based on the results of 
the testing. 

Dastider et al. (2021) conducted research to estimate COVID-19 severity from lung ultrasonography. A deep CNN is 
described for frame-based classification of LUS pictures into four severity levels, followed by a long short-term memory 
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(LSTM) for handling the temporal features of the LUS films. The proposed model's performance is compared to three 
distinct baselines: the DenseNet-201 architecture, the new CNN architecture with the LSTM block, and without the LSTM 
block. The recommended hybrid network, which consists of CNN-LSTM blocks, is employed to produce the best results as 
it can identify slight alterations between the pictures and consistently anticipate the severity score. When compared to the 
CNN alone, the CNN-LSTM improves prediction accuracy by an average of 9 to 11%. The sensitivity, specificity, and F1 
score all increase by 7 to 9%, 1%, and 6 to 8%, respectively, when compared to the CNN, which improves the sensitivity 
and specificity by 7 to 12% and 3 to 9%, respectively, over the DenseNet-201. 

Table 1 
Summary of previous research 

Authors Model Dataset Result 

Reshi et al. (2021) CNN X-Ray Image (136 of COVID-19 and 
42 of Normal or other diseases) 

CNN is appropriate for identifying COVID-19. The 
experimental results have shown the overall 
accuracy is 99.5%, 

El Asnaoui et al. (2021) VGG16, VGG19, 
DenseNet201, 
Inception ResNet V2, 
Inception V3, 
Resnet50, and 
MobileNet V2 

Chest X-ray & CT (2780 images of 
bacterial pneumonia, 1493 of 
coronavirus, 231 of Covid19, and 1583 
normal 

Inception Resnet V2 architecture is better than the 
other architectures cited in this work (with accuracy 
of 92.18%, sensitivity of 92.11%, specificity of 
96.06%, and F1 score of 92.07%) 

Wang et al. (2020) COVID‑Net 
 

X-ray image (The dataset consists of 
13,975 X-ray images across 13,870 
patient cases) 

COVID-Net achieves good accuracy with a test 
accuracy of 93.3% 

Islam et al. (2020) CNN-LSTM X-ray image (1220 data for each class 
of COVID-19, pneumonia and normal) 

The overall accuracy results for the CNN model are 
99%, while the CNN-LSTM model obtains 99.4%. 

 

The CNN model has the maximum accuracy, according to research by Reshi et al. (2021), as may be inferred from Table 
1. But according to a study by Islam et al. (2020), the CNN-LSTM model is more accurate. This study seeks to evaluate the 
proposed CNN and CNN-LSTM models, choose the ideal number of deep learning layers, and apply the model to a larger 
X-ray image dataset, which is different from what was done by Islam et al. (2020). 

3. Material and Methods 

This section outlines the methodology we proposed as well as the resources we'll employ. The dataset that will be used in 
this investigation is first described. The proposed approach or architecture that will be used in this research will then be 
outlined, along with the metrics that will be assessed to determine how well our models perform. The experimental setup 
will next be described. 

3.1. Dataset 

The data used in this study is sourced from M.E.H. Chowdhury et al. (2020) and Rahman et al. (2020), which are easily 
accessible from Kaggle. The data is divided into three categories: normal X-ray image data, pneumonia, and COVID-19 
cases. The normal X-ray image data used were 1,400 images, the COVID-19 case were 1,350 images, and the pneumonia 
X-ray image data were 1,345. The proportion of the training and testing data will be visualized in Table 2, while the sample 
of the dataset is shown in Fig. 1. 

 

Fig. 1. Five sample images of normal lung, COVID-19 cases, and pneumonia cases. 
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Table 2 
The partitioning description of used dataset 

Data/Cases Normal COVID-19 Pneumonia Overall 
Training 1.120 1.080 1.076 3.276 
Testing 280 270 269 819 
Overall 1.400 1.350 1.345 4.045 

 

3.2. Proposed Convolutional Neural Network (CNN) 

This study used the Convolutional Neural Network (CNN) architecture to build the core of a hybrid CNN. CNN are inspired 
by the collection of animal visual cortex and usually consist of one or more convolutional layers, fully connected layers, 
ReLU layers, and pooling layers (Shen, Wu & Suk, 2017). CNN has neurons consisting of three dimensions: length, width, 
and height. Neurons in a given layer only connect to a small area of the previous layer. CNN can detect relevant image 
features, so the output from CNN is usually one or more probability labels or categories associated with the input image 
(Yamashita, 2018). Therefore, this study used CNN since it’s the best model for image processing and computer vision. 

A convolutional layer is a matrix-like filter that moves horizontally and then vertically for the following horizontal slide 
with a given step and kernel size until all pixels have been scanned. This filtered result will result in a new matrix called a 
"feature map" (Sun et al., 2020). A non-linear layer can be used after the convolution layer to adjust and constrain the 
output. The Rectified Linear Unit (ReLU) has been used more often because it has a constant gradient for the positive input, 
and when the gradient is zero, the result is a complete zero (Albawi, 2017). 

The pooling layer used is a kind of non-linear down-sampling to decrease the size of the feature map and extract features. 
The pooling layer is an important factor of CNN in order to achieve an efficient training process and improve accuracy with 
minimal loss (Jie & Wanda, 2020). The two most commonly used pooling layers are max pooling and average pooling, 
where max pooling takes the maximum score of a matrix or image subregion and average pooling selects the average score 
of a matrix or image subregion. 

Different from standard CNN architecture, in this study we proposed CNN that added batch normalization and a dropout 
scenario. Batch normalization is used to train deep neural networks faster and more consistently. Batch normalization can 
re-parameterize the underlying optimization issue to make it more stable and smooth, as well as give robustness to 
hyperparameter adjustments and minimize gradient bursts and losses (Santurkar et al., 2018). 

The dropout layer is a regularization technique to reduce overfitting in neural networks that prevents complex co-adaptation 
of training data. In the dropout layer, the process of randomly eliminating connections on the neural network unit is carried 
out in the training process (Setiawan, 2021). Classification is carried out by the fully connected layer as an output layer 
based on the features obtained from the convolutional and pooling layers. 

Fig. 2. An illustration of the CNN architecture 

Fig. 2 illustrates the architecture of the CNN model used in this study. The best architectural design was chosen for this 
study as a result of the optimum blocks and layers based on maximum accuracy dan minimum loss. The chosen architecture 
consists of 12 convolutional layers, six pooling layers, six batch normalization layer, one dropout layer and one output layer. 
The architectural details are shown in the Table 3. Two or three 2D CNNs, a pooling layer, and a batch normalization layer 
are coupled with each convolution block. A convolution layer with a kernel size of 3 ൈ 3 and activated by the ReLu function 
extracts essential features from images. There are two types of pooling layers used: the max-pooling layer with a kernel size 
of 2 ൈ 2 and the average pooling layer with a kernel size of 4 ൈ 4, which is used at the end of the convolution block. Before 
the output layer, there is a dropout layer with a 50% dropout rate. The output layer, which is activated by the softmax 
function, has three units that classify features into three classes (COVID-19, normal, and pneumonia), and there is a dropout 
layer before it with a 50% dropout rate. 
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Table 3 
The summary of CNN model 

Layer Output Shape Activation 
2 × Convolution (3 × 3) 224 × 224 × 64 Relu 
Batch Normalization 224 × 224 × 64 - 
Max Pooling (2×2) 112 × 112 × 64 - 
2 × Convolution (3 × 3) 112 × 112 × 128 Relu 
Batch Normalization 112 × 112 × 128 - 
Max Pooling (2x2) 56 × 56 × 128 - 
2 × Convolution (3 × 3) 56 × 56 × 256 Relu 
Batch Normalization 56 × 56 × 256 - 
Max Pooling (2x2) 28 × 28 × 256 - 
3 × Convolution (3 × 3) 28 × 28 × 512 Relu 
Batch Normalization 28 × 28 × 512 - 
Max Pooling (2×2) 14 × 14 × 512 - 
3 × Convolution (3 × 3) 14 × 14 × 512 Relu 
Batch Normalization 14 × 14 × 512 - 
Max Pooling (2×2) 7 × 7 × 512 - 
Average Pooling (4×4) 2 × 2 × 512 - 
Flatten 2048 - 
Batch Normalization 2048 - 
Dropout 2048 - 
Output 3 Softmax 

 

3.3. Long Short-Term Memory (LSTM) 

Long Short-Term Memory is a type of recurrent neural network (RNN) capable of storing data patterns and determining 
which data will be stored and discarded (Yan et al., 2021). The LSTM model consists of a memory cell with a gate structure 
that replaces the hidden layer neurons of the RNN (Aldi, Jondri, & Aditsania, 2018). In the structure of the LSTM model, 
there are input, forgotten, and output gates. The function of the gate is to deny or allow access to the LSTM memory. The 
input gate will block all small values (close to 0) from entering memory as shown in Fig. 3. Forgeting gate will remove all 
values from memory. Meanwhile, the output gate determines whether the values stored in the LSTM memory should be 
output. Each memory cell has three sigmoid layers and one tanh layer (Liu et al., 2021). 

 
 

Fig. 3. Long short-term memory structure (modified from Yu et al., 2019) 

The following are formula of LSTM calculation process (Qiu, Wang & Zhou, 2020). 

1) The last moment output value 𝑦௧ିଵ and the present input value 𝑥௧  become the input of the forget gate, where 𝑊௙ is 
the weight matrix, 𝑏௙ is bias of the forgotten gate, and 𝜎 is the sigmoid function. The output value of forget gate 𝑓௧ is obtained by using the formula (1). 𝑓௧ ൌ 𝜎ሺ𝑊௙ሾ𝑦௧ିଵ, 𝑥௧ሿ ൅ 𝑏௙ሻ (1) 
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2) The last time output value and present input value are entered into the input gate. The formula (2) and (3) obtains 
output value 𝑖௧ and candidate cell state 𝐶ሚ௧ of the input gate, where 𝑏௜ and 𝑏௖ are bias from input gate and cell state, 
and 𝑊௜ and 𝑊௖ are the weight input gate and cell state, respectively. 𝑖௧ ൌ 𝜎ሺ𝑊௜ ሾ𝑦௧ିଵ, 𝑥௧ሿ ൅ 𝑏௜ሻ (2) 𝐶ሚ௧ ൌ 𝑡𝑎𝑛ℎሺ𝑊௖ ሾ𝑦௧ିଵ,𝑥௧ሿ ൅ 𝑏௖ሻ (3) 

3) Renew the current cell 𝐶௧ state using the formula (4). 𝐶௧ ൌ 𝑓௧  ൈ 𝐶௧ିଵ ൅ 𝑖௧ ൈ 𝐶ሚ௧ (4) 

4) The output value of  𝑦௧ିଵ and input value of 𝑥௧ are accepted as input values from the output gate at time 𝑡. The 
results 𝑜௧ from the output gate are obtained using the formula (5). 𝑜௧ ൌ 𝜎ሺ𝑊௢ ሾ𝑦௧ିଵ,𝑥௧ሿ ൅ 𝑏௢ሻ (5) 

5) LSTM results ℎ௧ are obtained using the formula (6). 𝑦௧ ൌ 𝑜௧ ൈ tanh ሺ𝐶௧ሻ (6) 

3.4. CNN-LSTM 

In the CNN – LSTM structure, the CNN layer is used for feature extraction on input data which is then combined with 
LSTM to help predict the sequence. In general, Fig. 4 depicts the CNN-LSTM used in this study. 

 
Fig. 4. An illustration of the CNN-LSTM architecture 

CNN-LSTM consists of the Convolution, Pooling, LSTM, and Dense layers (Lu et al., 2020). The number of filters, kernel 
size, and the number of strides of each layer can be adjusted based on the data characteristics (Zhou et al., 2015). The effect 
of the adjustment to parameters is speed and performance.  

The architecture of the CNN-LSTM used in this study is the hybrid of the proposed CNN with the LSTM model. This 
architecture connects the LSTM layer to the last part of the convolution block. There are two layers of LSTM used, the first 
LSTM layer has 100 output space dimension units, and the second layer has 50 units that only return the last hidden state 
output, which is an abstract representation of the input sequence. Each layer is followed by a dropout rate of 50%. The 
output layer has three units used to classify features into three classes (COVID-19, normal, and pneumonia) and activated 
by the softmax function. From Fig. 4, the layer on the CNN model is used to determine correlation and extraction of 
multidimensional data (Kim & Cho 2019). 

The CNN-LSTM model summary is shown in Table 4. The last layer in the convolution block is the average pooling layer, 
and the output shape is found (None, 2, 2, 512), the reshape method is used, and the output shape becomes (None, 4, 512) 
as input to the LSTM layer. After the LSTM layer, there is a batch normalization layer and a dropout layer characterized by 
a 25% dropout rate before the output layer. 
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Table 4 
The summary of CNN-LSTM model 

Layer Output Shape Activation 
2 × Convolution (3 × 3) 224 × 224 × 64 Relu 
Batch Normalization 224 × 224 × 64 - 
Max Pooling (2×2) 112 × 112 × 64 - 
2 × Convolution (3 × 3) 112 × 112 × 128 Relu 
Batch Normalization 112 × 112 × 128 - 
Max Pooling (2×2) 56 × 56 × 128 - 
2 × Convolution (3 × 3) 56 × 56 × 256 Relu 
Batch Normalization 56 × 56 × 256 - 
Max Pooling (2×2) 28 × 28 × 256 - 
3 × Convolution (3 × 3) 28 × 28 × 512 Relu 
Batch Normalization 28 × 28 × 512 - 
Max Pooling (2×2) 14 × 14 × 512 - 
3 × Convolution (3 × 3) 14 × 14 × 512 Relu 
Batch Normalization 14 × 14 × 512 - 
Max Pooling (2×2) 7 × 7 × 512 - 
Average Pooling (4×4) 2 × 2 × 512  
LSTM (100) 4 × 100 Relu 
LSTM (50) 50 Relu 
Batch Normalization 50 - 
Dropout 50 - 
Output 3 Softmax 

 

3.5. Experimental Setup 

 
 

Fig. 5. Schema of model training 

Fig. 5 visualizes the schema of model training. As seen in Fig. 5, we implemented the same experimental setup for those 
two deep learning models. In image preprocessing, the methods that will be used are changing the shape of the image's 
shape, rescaling, and image augmentation, which will later be implemented into the dataset. The preprocessing stage is 
carried out to ensure that the researcher can make better training decisions on the targeted features when entering data into 
the model. In the preprocessing stage, the image will be resized to 224 ൈ 224 pixels. ImageDataGenerator TensorFlow is 
used to share and process the previous data in the preprocessing stage. In addition, image augmentation is done by rotating 
the image randomly by 5 degrees. 

There are three categories of images: normal, COVID-19, and viral pneumonia. We have split images into 80% and 20% 
for training and testing, respectively. The training was run on a Kaggle notebook using a GPU accelerator. The model was 
compiled with the Adam optimizer using a learning rate 5 ൈ 10ି଺ and a batch size of 63. The model's loss function in this 
study used categorical cross-entropy, while the model evaluation metric for training was defined as accuracy. The maximum 
number of epochs for training time was set to 85 epochs. 
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3.6. Evaluation 

The confusion matrix can measure model performance or assess model feasibility. The confusion matrix produces accuracy 
scores, sensitivity, precision, recall, and F1-scores. These scores help evaluate the performance or feasibility of the model 
used. An 𝑛 ൈ 𝑛 confussion matrix displays the predicted and actual classification, where 𝑛 is the number of different classes 
(Pravitasari et al, 2020). 

Table 5 
Confusion matrix 

Predicted values Actual Values 

Positive Negative 

Positive True positive (𝑇𝑃) False positive (𝐹𝑃) 

Negative False negative (𝐹𝑁) True negative (𝑇𝑁) 

 

Table 5 shows the structure of a 2 ൈ 2 confussion matrix where accuracy, recall, specificity, and F1-scores are calculated 
by formula (7) to (10), respectively. 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ ்௉ା்ே்ேାி௉ା்௉ାிே (7) 

 𝑟𝑒𝑐𝑎𝑙𝑙 ൌ ்௉்௉ ା ிே (8) 
 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 ൌ ்ே்ே ା ி௉ (9) 
 𝐹1 െ 𝑠𝑐𝑜𝑟𝑒 ൌ ଶൈ்௉ଶൈ்௉ାி௉ାிே (10) 

In this case, there are 3 classes. Then for one of the classes, COVID-19, 𝑇𝑃 represents a correctly classified COVID-19 
case, and 𝑇𝑁  represents a non-COVID-19 case (normal or pneumonia) that is classified correctly. 𝐹𝑃  represents the 
incorrectly classified COVID-19 case as non-COVID-19, and 𝐹𝑁 represents the non-COVID-19 class that is incorrectly 
classified as COVID-19. 

4. Result 

In this section, we discuss the results obtained for classifying images into three classes: normal, COVID-19 and Pneumonia. 
We have split images into 80% for training and 20% for testing and compared two deep learning models, our proposed 
CNN and CNN-LSTM. 

4.1. Proposed CNN 

The performance of proposed CNN is shown in Fig. 6 with 85 epochs and the average time per epoch is 51 seconds.  

 

 (a) (b) 
Fig. 6. The graph of (a) accuracy and (b) loss based on the proposed CNN model. 

The accuracy graph shows that the accuracy of the training dataset increases rapidly until the 17th epoch and increases 
steadily until the 85th epoch, with an accuracy of 99%. The validation dataset starts to increase rapidly from the 8th epoch 
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to the 17th epoch and runs steadily until the last epoch with an accuracy of 97%. The training and validation loss graphs 
show that the loss of the training data set decreases rapidly until the 17th epoch, while the validation data increases rapidly 
until the 8th epoch and then decreases until the 17th epoch. 

Using the proposed CNN, as shown in Table 6, about 794 out of the 819 test cases were accurately detected and divided 
into three types. This model achieves accuracy and recall of 96.95% (794/819) and 98.89% (264/270), respectively. It 
appears that 5,32% of cases were incorrectly categorized as COVID-19 patients when they should have been classified as 
normal because there was the highest confusion in cases of normal (5,32%). Table 7 has a report on classification. The 
accuracy of the F1-score reaches 97%, while the COVID-19 case achieved 95% precision, 98% recall, and a 96% F1-score 
(all in rounded numbers). 

Table 6 
Confusion matrix of the CNN model 

Actual 
Predicted 

COVID-19 Normal Pneumonia 
COVID-19 264 6 0 
Normal 14 263 3 
Pneumonia 1 1 267 

 
Table 7 
Classification report of the CNN model 

 Precision Recall F1-Score Support 
COVID-19 0.95 0.98 0.96 270 
Normal 0.97 0.94 0.96 280 
Pneumonia 0.99 0.99 0.99 269 
     
Accuracy                                                                                   0.97 819 
Macro average 0.97 0.97 0.97 819 
Weighted average 0.97 0.97 0.97 819 

 
4.2. CNN-LSTM 

Fig. 7 depicts the CNN-LSTM model's performance over 85 epochs with the average time per epoch is 55 seconds. The 
accuracy graph indicates that the training dataset's accuracy steadily improves until the 85th epoch, when it reaches 98% 
accuracy. After the eighth epoch, the validation dataset's accuracy began to rise quickly, and by the 12th epoch, it had 
surpassed that of the training dataset, and it continued to run with 99% accuracy until the final epoch. The training and 
validation loss graphs demonstrate that the training dataset's loss continuously lowers until the 85th epoch, but the validation 
dataset's loss quickly grows until the 8th epoch, then rapidly drops until the 17th epoch, and then steadily decreases until the 
last epoch.  

 
 (a) (b) 

Fig 7. The (a) training and (b) validation on the COVID-19 dataset based on the proposed CNN-LSTM model 
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Table 8 shows the confusion matrix as an evaluation of the CNN-LSTM network in classifying chest X-ray images. Among 
the 819 test dataset, 809 were detected correctly and classified into three classes. Overall accuracy was 98.78% (809/819), 
with 98.89% (264/270) recall. The biggest confusion was found in cases of COVID-19 (2.22%), meaning that 2.22 % 
occurred misclassification, which should belong to the COVID-19 case but was classified as normal case. 

Table 8 
Confusion matrix of the CNN-LSTM model 

Actual 
Predicted 

COVID-19 Normal Pneumonia 
COVID-19 264 6 0 
Normal 2 277 1 
Pneumonia 1 0 268 

 
The classification report can be seen in Table 9. The accuracy of the F1-score reaches 99%. While the COVID case achieved 
99% precision, 98% recall, and 98% F1-Score (all in rounded numbers). 

Table 9 
Classification report of the CNN model 

 Precision Recall F1-Score Support 
COVID-19 0.99 0.98 0.98 270 
Normal 0.98 0.99 0.98 280 
Pneumonia 1.00 1.00 1.00 269 
     
Accuracy                                                                      0.99 819 
Macro average 0.99 0.99 0.99 819 
Weighted average 0.99 0.99 0.99 819 

 

5. Discussion 

In this study, we compared two powerful deep learning models, namely CNN and CNN-LSTM, to classify three classes of 
X-ray images (COVID-19, normal, and pneumonia). The results show that with 85 epochs, the combined CNN-LSTM 
model has a higher accuracy than the CNN model, where the accuracy reaches 98.78% and the F1-Score accuracy is 99%. 
CNN-LSTM also has a better performance for classifying COVID-19 cases, where precision, recall, and F1-score are 99%, 
98%, and 98%, respectively. Otherwise, CNN is superior to CNN-LSTM based on the speed of training the model, where 
CNN takes 51 seconds/epoch and CNN-LSTM takes 55 seconds/epoch. This can be caused by the addition of 2 LSTM 
layers on the CNN-LSTM model so that the training time is slightly longer. However, the time difference is not too far. 

The CNN-LSTM model can categorize X-ray images effectively. As seen in Table 10, CNN-LSTM can compete with 
existing models when compared to its accuracy. CNN-LSTM that we propose has higher accuracy than Inception Resnet 
V2 and COVID-Net models conducted by Reshi et al. (2021) and El Asnaoui et al. (2021). Successively, the accuracy they 
produced was 92.18% and 93.3%, while our model is able to obtain 98.78% accuracy. 

Table 10 
Comparison results of the proposed methods with the other deep learning methods on COVID-19 diagnosis 

Approach Data type Cases number method Accuracy 

Reshi et al. (2021) X-Ray 178 (136 COVID-19 ,and 42 normal or people with other diseases) CNN 99.5%, 

El Asnaoui et al. (2021) X-ray & 
CT 

6087 (2780 of pneumonia, 1583 of normal, 1493 of coronavirus, and 231 
of COVID-19) 

Inception 
ResNet V2 92.18% 

Wang et al. (2020) X-Ray 13604 (8,066 of normal and 5,538 of non-COVID-19 or pneumonia.) COVID-
Net 93.30% 

Islam et al. (2020) X-Ray 1.525 for each case (COVID-19, normal, pneumonia) CNN-
LSTM 99.40% 

Proposed CNN X-Ray 4.095 (1400 of normal, 1350 of COVID-19, and 1345 of pneumonia) CNN 96,95% 

Proposed  
X-Ray 4.095 (1400 of normal, 1350 of COVID-19, and 1345 of pneumonia) CNN-

LSTM 98.78% 
CNN-LSTM 
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Despite the positive findings, there are some limitations to this study. First, we only used 4,095 datasets divided into three 
categories. Second, this study only uses one type of image augmentation, rotation, whereas the next researcher can use a 
variety of methods. Due to time and equipment constraints, cross validation was not used in this study. 

6. Conclusions 

In this study, we tried to classify X-ray images, which are divided into three classes. We proposed CNN with 12 layers and 
added batch normalization and dropout scenarios. We compared the proposed CNN model with the CNN-LSTM to find the 
best performance. In general, these two models can find the features and characteristics of the lungs and perform the 
classification very well, even on a limited dataset. Based on accuracy, it found that the best model is a combination of CNN-
LSTM with an accuracy of 98.78% and 99% for the F-1 score. Furthermore, it has a precision and recall of 99% and 98%, 
respectively. Based on the training time, the CNN model is faster than the CNN-LSTM model, where CNN takes 51 seconds 
per epoch while CNN-LSTM takes 55 seconds per epoch.  

The performance of our proposed system does not use cross-validation. Therefore, for future studies, it would be better to 
use 𝑘-fold cross validation to compare models, and using more recent data would be beneficial in the context of COVID-
19 as new variants continue to emerge. 
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