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 This research aims to enhance portfolio selection by integrating machine learning regression 
algorithms for predicting stock returns with various risk measures. These measures include 
mean-value-at-risk (VaR) variance (Var), semi-variance mean-absolute-deviation (MAD) and 
conditional value-at-risk (C-VaR). Addressing gaps in existing literature. Traditional methods 
lack adaptability to dynamic market conditions. We propose a hybrid approach optimized by 
genetic algorithms. The study employs multiple machine learning models. These include 
Random Forest, AdaBoost XGBoost, Support Vector Machine Regression (SVR) K-Nearest 
Neighbors (KNN) and Artificial Neural Network (ANN). These models are used to forecast 
stock returns. Utilizing monthly data from the Tehran Stock Exchange, the results indicate that 
the genetic algorithm prediction model combined with mean-VaR, Var semi-variance and 
MAD, produces the most efficient portfolios. These portfolios offer superior returns with 
minimized risk compared to other models. This hybrid strategy provides a robust and efficient 
method for investors aiming to optimize returns while managing risk effectively. To implement 
this approach successfully it is crucial to balance investments. This involves both traditional 
and alternative asset classes, ensuring diversification. It also capitalizes on market 
opportunities. Regular review and adjustment of fund allocation are essential. Maintain an 
optimized strategy for maximum returns and minimal risk. 

            © 2024 by the authors; licensee Growing Science, Canada. 
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1. Introduction 

Stock market performance is critical in optimization of portfolios. Investors aim to maximize returns while minimizing risk. 
Traditional models like the Markowitz mean-variance model have been widely used to optimize portfolios. They evaluate 
returns based on meaning. And risk through variance (Lewellen, 2014). However, these models are often insufficient when 
dealing with asymmetric returns. This necessitates the use of more robust risk measures such as mean absolute deviation 
(AD). Like ships navigating through rough waters. These models can be easily swayed by asymmetric returns. A more 
reliable guide, like mean absolute deviation (AD) is required to stay on course (Amihud, 2012). Advances in machine 
learning have led to the development of innovative approaches for improving portfolio selection through predictive 
analytics. Machine learning regression algorithms such as random forest extreme gradient boosting (XGBoost) and adaptive 
boosting (AdaBoost). Support vector machine regression (SVR). K-nearest neighbor (KNN) and artificial neural networks 
(ANN) can predict stock returns. Additionally, genetic algorithms which are more powerful tools can also be employed. 
These advancements can aid investors. They help in making informed decisions. Despite these advancements, there remains 
a gap in integration of precise stock return projections and efficient portfolio optimization. Current literature often addresses 
these aspects in isolation. They lack a cohesive strategy. Combining predictive prowess of machine learning with robust 
risk management techniques. This research aims to bridge this gap by proposing novel hybrid methodology that leverages 
machine learning regression methodologies alongside advanced risk optimization paradigms. Furthermore, the study's 
uniqueness lies in its hybrid methodology. It leverages strengths of machine learning to improve predictive accuracy and 
robustness of risk metrics in risk management (Schuett, 2023; Kreibich et al., 2022). By employing monthly dataset from 
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Tehran Stock Exchange study tests proposed approach. The findings highlight the potential of genetic algorithm models. 
When combined with risk frameworks, it can outperform other models. This occurs largely in portfolio optimization. This 
research aims to address the issue of combining precise stock return projections with efficient portfolio optimization. By 
integrating machine learning regression algorithms. With advanced risk measures. The study seeks to construct portfolios. 
Ensuring diversified and optimized portfolios capable of capitalizing on market opportunities while managing risk 
effectively. The goal is to provide a robust and efficient strategy for investors. 
 

The reminder of this paper is organized as follows.  Section 2 presents the literature review, providing an overview of 
traditional and contemporary models of stock price prediction and portfolio optimization. Section 3 discusses the 
methodology used in this study, detailing the data collection process, machine learning algorithms employed, and the 
integration of genetic algorithms. Section 4 describes the empirical analysis and results, highlighting the performance of 
different models and risk measures. Section 5 offers a comprehensive discussion of the findings, relating them to existing 
literature and addressing the research questions posed. Finally, Section 6 concludes the paper, summarizing the key insights 
and suggesting directions for future research. 

2. Literature review 

2.1 Literature Review: Stock Price Prediction and Portfolio Optimization 

The optimization of stock portfolios and prediction of stock prices have been perennial topics of interest in financial 
research. Traditional models such as Markowitz mean-variance model have long been used to balance risk and return. 
However, the advent of machine learning opened new avenues for enhancing these models. This literature review explores 
recent advancements in the integration of machine learning algorithms and genetic algorithms in predicting stock returns. 
It also examines portfolio optimization using various risk measures. 

2.1.1 Traditional Portfolio Optimization Models 

Harry Markowitz's mean-variance model remains the cornerstone of modern portfolio theory. It evaluates returns based on 
their mean and assesses risk through variance. However, the model's reliance on variance as the sole measure of risk is a 
significant limitation. This is true particularly when dealing with asymmetric returns. To address these limitations several 
alternative risk measures have been proposed. 

1. Mean Absolute Deviation (MAD): Introduced by Konno and Yamazaki. This model replaces variance with mean absolute 
deviation. It provides a more robust risk measure in the presence of outliers. 

2. Value-at-Risk (VaR): VaR focuses on the maximum potential loss over a specified period. It evaluates this over a given 
confidence level. This approach addresses some limitations of the mean-variance model by considering extreme losses. 

3. Conditional Value-at-Risk (CVaR): Also known as expected shortfall CVaR measures the expected loss exceeding the 
VaR It offers a more comprehensive risk assessment of tail distributions. 

4. Shannon Entropy: This measure captures risk in terms of information theory. It assesses the uncertainty or entropy in the 
return distribution. 

5. Beta Measures: Beta quantifies the sensitivity of a portfolio's returns to market returns. It provides insight into systematic 
risk. 

6. Exponential Smoothing: This technique predicts future values. It does so by smoothing past returns and giving more 
weight to recent data. 

2.1.2 Machine Learning in Stock Price Prediction 

Advancements in machine learning have introduced innovative approaches for stock price prediction. Various algorithms 
including Random Forest, XGBoost AdaBoost, Support Vector Machine Regression (SVR) K-Nearest Neighbors (KNN) 
and Artificial Neural Networks (ANN), have been utilized to forecast stock returns.  

Random Forest: An ensemble learning method that improves predictive accuracy by averaging multiple decision trees. 

XGBoost: An efficient implementation of gradient boosting that has shown superior performance in predictive tasks. 

AdaBoost: Adaptive boosting that combines weak learners to form a strong predictor. It is particularly effective in handling 
complex financial data. 

Support Vector Machine Regression (SVR): SVR uses hyperplanes in a high-dimensional space. It helps to perform 
regression tasks beneficial for non-linear data. 

K-Nearest Neighbors (KNN): A simple, instance-based learning algorithm. It predicts the value based on k-nearest data 
points. 

Artificial Neural Networks (ANN): Inspired by the human brain ANNs capable of capturing complex patterns in large 
datasets. This makes them suitable for stock price prediction. 
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2.1.3 Hybrid Models: Combining Machine Learning and Genetic Algorithms 
Recent research has focused on integrating machine learning predictions with genetic algorithms for enhanced portfolio 
optimization. For instance, Behera et al. (2023) demonstrated that combining genetic algorithms with machine learning 
regression algorithms, such as AdaBoost, significantly improves the accuracy of stock return predictions and portfolio 
optimization outcomes. 
2.2 Literature Review: Machine Learning and Data Analysis Applications 
The field of machine learning and data analysis has seen significant advancements in recent years, with various 
methodologies and applications being explored. This literature review aims to summarize and analyze recent research 
articles focusing on different aspects of machine learning, data analysis, and their applications in various domains. 
2.2.1 Review of Literature 

1. Karimov et al. (2023) explored the significance of input features for domain adaptation of spacecraft data. Their 
study, published in Cosmic Research, highlights the importance of selecting appropriate input features to improve 
the performance of machine learning models in space-related applications. 

2. Wadekar and Chaurasia (2022) introduced MobileViTv3, a mobile-friendly vision transformer that effectively 
fuses local, global, and input features. This work, available on arXiv, demonstrates the potential of vision 
transformers in mobile applications. 

3. Wen et al. (2022) utilized XGBoost regression to analyze the importance of input features in an AI model for 
biomass gasification systems. Published in Inventions, their research underscores the utility of feature importance 
analysis in optimizing AI models for industrial applications. 

4. Abadi et al. (2016) presented TensorFlow, a framework for large-scale machine learning on heterogeneous 
distributed systems. This seminal work, available on arXiv, has become a cornerstone in the development and 
deployment of machine learning models. 

5. Xiao et al. (2017) introduced Fashion-MNIST, a novel image dataset for benchmarking machine learning 
algorithms. This dataset, described in arXiv, has become a standard benchmark for evaluating the performance of 
image classification models. 

6. Rudin (2018) argued against the use of black-box machine learning models for high-stakes decisions, advocating 
for interpretable models instead. Published in Nature Machine Intelligence, this article emphasizes the need for 
transparency and interpretability in critical applications. 

7. Brandhofer et al. (2022) benchmarked the performance of portfolio optimization using the Quantum Approximate 
Optimization Algorithm (QAOA). Their study, published in Quantum Information Processing, explores the 
potential of quantum computing in financial applications. 

8. Song et al. (2023) proposed an enhanced distributed differential evolution algorithm for portfolio optimization 
problems. This research, published in Engineering Applications of Artificial Intelligence, highlights the 
effectiveness of evolutionary algorithms in financial optimization. 

9. Erwin and Engelbrecht (2023) reviewed meta-heuristics for portfolio optimization, providing a comprehensive 
overview of various optimization techniques. Their work, published in Soft Computing, serves as a valuable 
resource for researchers in the field of financial optimization. 

10. Álvarez et al. (2023) conducted a peer review of the pesticide risk assessment of glyphosate, published in the EFSA 
Journal. This study provides critical insights into the environmental and health impacts of pesticide use. 

Table 1  
Literature review of Machine learning and data analysis applications 

Author(s) Year Title Journal/Book Key Points 
Karimov et al. 2023 The Significance of Input Features for 

Domain Adaptation of Spacecraft Data 
Cosmic Research Importance of input features in domain adaptation for 

spacecraft data. 
Wadekar & 
Chaurasia 

2022 MobileViTv3: Mobile-Friendly Vision 
Transformer 

arXiv Introduction of a mobile-friendly vision transformer 
with effective feature fusion. 

Wen et al. 2022 Using XGBoost Regression for Biomass 
Gasification System 

Inventions Analysis of input feature importance using XGBoost 
regression. 

Abadi et al. 2016 TensorFlow: Large-Scale Machine 
Learning 

arXiv Development of TensorFlow for large-scale machine 
learning on distributed systems. 

Xiao et al. 2017 Fashion-MNIST: a Novel Image Dataset arXiv Introduction of Fashion-MNIST dataset for 
benchmarking image classification algorithms. 

Rudin 2018 Stop explaining black box machine 
learning models 

Nature Machine 
Intelligence 

Advocacy for interpretable models over black-box 
models in high-stakes decisions. 

Brandhofer et al. 2022 Benchmarking the performance of 
portfolio optimization with QAOA 

Quantum Information 
Processing 

Exploration of quantum computing for portfolio 
optimization. 

Song et al. 2023 Enhanced Distributed Differential 
Evolution Algorithm 

Engineering 
Applications of 
Artificial Intelligence 

Proposal of an enhanced algorithm for portfolio 
optimization. 

Erwin & 
Engelbrecht 

2023 Meta-heuristics for portfolio optimization Soft Computing Comprehensive review of meta-heuristics in financial 
optimization. 

Álvarez et al. 2023 Peer review of the pesticide risk 
assessment of glyphosate 

EFSA Journal Critical review of the environmental and health impacts 
of glyphosate. 
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3. Preliminary 

In this part, we have divided the preparations into 3 parts. In the first part, we examined the optimization of the stock 
portfolio and various risk metrics. In the second part, we have investigated machine regression approaches. In the third part, 
we have investigated the genetic algorithm in stock portfolio optimization. 

Sec.1: Portfolio Optimization and Risk Metrics 

The field of portfolio optimization traces its origins to Harry Markowitz's mean–variance (M-V) model, introduced in the 
1950s. This groundbreaking model incorporates variance as a risk metric and aims to maximize returns for a specified level 
of risk. Markowitz's model forms the cornerstone of modern portfolio theory by highlighting the essential relationship 
between risk and returns. In this context, variance signifies the dispersion of returns around the mean, serving as a measure 
of the portfolio's inherent risk. Since the introduction of the M-V model, several advancements and alternative risk measures 
have been proposed to address its limitations and provide a more comprehensive view of risk. These include: 

Sec.1.2 Mean Absolute Deviation (MAD) Model 

Developed by Kono and Yamazaki, the MAD model uses the mean absolute deviation instead of variance to measure risk. 
This provides a linear and more robust alternative to variance, especially in the presence of outliers. 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑁𝑁
�|𝑅𝑅𝑖𝑖 − 𝑅𝑅¯|
𝑁𝑁

𝑖𝑖=1

 (1) 

• (𝑁𝑁): Number of observations 
• ( 𝑅𝑅_𝑖𝑖 ): Return of the (𝑖𝑖𝑡𝑡ℎ) observation 
• (𝑅𝑅�): Mean return of the portfolio 

Sec.1.3 Value-at-Risk (VaR) Model 

Developed by Sims, VaR focuses on the maximum potential loss over a specified period for a given confidence level. It 
addresses some limitations of the M-V model by concentrating on extreme losses. 

 
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = −𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥 ∈ 𝑅𝑅:𝑃𝑃(𝐿𝐿 ≤ 𝑥𝑥) ≥ 𝛼𝛼 
 

 
(2) 

• (α): Confidence level 
• (𝐿𝐿): Loss 
• (𝑃𝑃): Probability function 
• (𝑥𝑥): Potential loss value 

Sec.1.4 Conditional Value-at-Risk (CVaR) 

CVaR, also known as expected shortfall, measures the expected loss exceeding the VaR and provides a more comprehensive 
risk assessment of tail distributions. 
 
�𝐶𝐶𝐶𝐶𝐶𝐶𝑅𝑅𝛼𝛼 = 𝐸𝐸[ 𝐿𝐿 ∣∣ 𝐿𝐿 ≥ 𝑉𝑉𝑉𝑉𝑅𝑅𝛼𝛼 ]� (3) 

• (α): Confidence level 
• (𝐿𝐿): Loss 
• (𝐸𝐸): Expected value function 
• (𝑉𝑉𝑉𝑉𝑅𝑅α): Value-at-Risk at confidence level (α) 

Sec.1.5 Shannon Entropy 

This measure assesses the uncertainty or entropy in the return distribution and captures risk in terms of information theory. 
 
𝑯𝑯(𝑿𝑿) = −� 𝒑𝒑(𝒙𝒙𝒙𝒙) 𝒍𝒍𝒍𝒍𝒍𝒍𝒑𝒑(𝒙𝒙𝒙𝒙)

𝒊𝒊
 (4) 

 
• (𝑋𝑋): Random variable representing returns 
• �𝑝𝑝(𝑥𝑥𝑖𝑖)�: Probability of the(𝑖𝑖𝑡𝑡ℎ) return 
• (𝑥𝑥𝑖𝑖): (𝑖𝑖𝑡𝑡ℎ) return value 

Sec.1.6 Beta Measures 

Beta measures the sensitivity of a portfolio's returns to market returns and provides insight into systematic risk. 
 

�𝛃𝛃 =
Cov(𝑹𝑹𝒊𝒊,𝑹𝑹𝒎𝒎)

Var(𝑹𝑹𝒎𝒎) � 
(5) 
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• (𝑅𝑅𝑖𝑖): Return of the portfolio 
• (𝑅𝑅𝑚𝑚): Return of the market 
• �Cov(𝑅𝑅𝑖𝑖 ,𝑅𝑅𝑚𝑚)�: Covariance between the portfolio and market returns 
• �Var(𝑅𝑅𝑚𝑚)�: Variance of the market returns 

Sec.1.7 Exponential Smoothing 

This technique smooths past returns to predict future values, accounting for recent changes more heavily than older data do. 
 
𝑺𝑺𝑺𝑺 = 𝜶𝜶𝜶𝜶𝜶𝜶 + (𝟏𝟏 − 𝜶𝜶)𝑺𝑺𝑺𝑺 − 𝟏𝟏 (6) 

 
• (𝑆𝑆𝑡𝑡): Smoothed value at time (𝑡𝑡) 
• (α): Smoothing constant 
• (𝑅𝑅𝑡𝑡): Return at time (𝑡𝑡) 
• (𝑆𝑆𝑡𝑡−1): Smoothed value at time (𝑡𝑡 − 1) 

SEC.2 GENETIC ALGORITHMS IN PORTFOLIO OPTIMIZATION 

Genetic algorithms (GAs) are a class of optimization techniques inspired by natural selection and genetics, utilized to solve 
complex optimization problems, including portfolio optimization. GAs are particularly useful for their ability to explore 
large solution spaces and find near-optimal solutions efficiently. 

Sec.2.1 Introduction to Genetic Algorithms: 

Genetic algorithms work by evolving a population of candidate solutions through selection, crossover, and mutation 
operations to optimize an objective function. 

In portfolio optimization, GAs aim to maximize returns while minimizing risk by optimizing the allocation of assets. 

Sec.2.2 Working Mechanism of Genetic Algorithms: 

Initialization: Begin with a randomly generated population of potential solutions. 

Selection: Choose individuals based on their fitness scores to form a mating pool. The fitness function typically evaluates 
the quality of solutions, such as portfolio returns adjusted for risk. 

Crossover (Recombination): Combine pairs of individuals (parents) from the mating pool to produce offspring, 
incorporating features from both parents.  

• 𝐼𝐼𝐼𝐼�𝑃𝑃1 = (𝑥𝑥1,𝑦𝑦1)�𝑎𝑎𝑎𝑎𝑎𝑎�𝑃𝑃2 = (𝑥𝑥2,𝑦𝑦2)� are parents, offspring (𝑂𝑂1)𝑎𝑎𝑎𝑎𝑎𝑎(𝑂𝑂2)𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎𝑎𝑎:𝑂𝑂1 = (𝛼𝛼𝛼𝛼1 +
(1 − 𝛼𝛼)𝑥𝑥2,𝛼𝛼𝛼𝛼1 + (1 − 𝛼𝛼)𝑦𝑦2)𝑂𝑂1 = (𝛼𝛼𝛼𝛼1 + (1 − 𝛼𝛼)𝑥𝑥2,𝛼𝛼𝛼𝛼1 + (1 − 𝛼𝛼)𝑦𝑦2)𝑂𝑂2 = (𝛼𝛼𝛼𝛼2 + (1 − 𝛼𝛼)𝑥𝑥1,𝛼𝛼𝛼𝛼2 +
(1 − 𝛼𝛼)𝑦𝑦1)𝑂𝑂2 = (𝛼𝛼𝛼𝛼2 + (1 − 𝛼𝛼)𝑥𝑥1,𝛼𝛼𝛼𝛼2 + (1 − 𝛼𝛼)𝑦𝑦1) where (α) is a random crossover point between 0 and 
1. 

Mutation: Introduce random alterations to the offspring to maintain genetic diversity.  

• 𝐼𝐼𝐼𝐼�𝑂𝑂 = (𝑥𝑥,𝑦𝑦)� is an offspring, mutation could change it to: 𝑂𝑂′ = (𝑥𝑥 + 𝛥𝛥𝛥𝛥, 𝑦𝑦 + 𝛥𝛥𝛥𝛥)𝑂𝑂′ = (𝑥𝑥 + 𝛥𝛥𝛥𝛥, 𝑦𝑦 + 𝛥𝛥𝛥𝛥) 
where (Δ𝑥𝑥) and (Δ𝑦𝑦) are small random values. 

Evaluation: Assess the new population's fitness, replacing fewer fit individuals with better-performing offspring. 

Termination: Repeat the selection, crossover, mutation, and evaluation steps until a stopping criterion is met, such as a 
fixed number of generations or a satisfactory fitness level. 

Application in Portfolio Optimization: 

GAs have been integrated with various risk measures, such as VaR and CVaR, to improve the accuracy of portfolio 
optimization models. 

Empirical research has demonstrated that combining GAs with risk assessment models can enhance yield prediction and 
risk management. For instance, studies using data from the Tehran Stock Exchange have shown that models incorporating 
GAs outperform those without in terms of yield prediction and risk management (Song et al., 2023; Erwin & Engelbrecht, 
2023). 

Methodological Considerations: 

Experimental methodologies in GA-based portfolio optimization often involve historical data analysis, including 
preprocessing steps like data cleaning, integration, and outlier removal to ensure reliable predictions. 
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Typically, datasets are divided into training and testing sets to validate the efficacy of the models (Karimov et al., 2023). 

Sec.3: Machine Learning Approaches 

Machine learning approaches have gained significant traction in the field of financial analysis, including stock portfolio 
optimization. Here, we explore several machine learning techniques: Random Forest, K-Nearest Neighbors (KNN), 
Artificial Neural Networks (ANN), AdaBoost, XGBoost, and Support Vector Machines (SVM). 

Sec.3.1 Random Forest 

Random Forest is an ensemble learning method that constructs multiple decision trees during training and outputs the mode 
of the classes (classification) or mean prediction (regression) of the individual trees. 
 

𝒇𝒇(𝒙𝒙) =
𝟏𝟏
𝑩𝑩

 � 𝒇𝒇𝒇𝒇(𝒙𝒙)
𝑩𝑩

𝒃𝒃=𝟏𝟏
 

(7) 

 
• (𝐵𝐵): Number of trees 
• �𝑓𝑓𝑏𝑏(𝑥𝑥)�: Prediction of the (𝑏𝑏𝑡𝑡ℎ) tree 

Sec.3.2 K-Nearest Neighbors (KNN) 

KNN is a non-parametric algorithm that classifies or predicts the value of a sample based on the majority vote 
(classification) or average (regression) of its (k) nearest neighbors. 
 

𝒚𝒚 =
𝟏𝟏
𝒌𝒌
 �𝒚𝒚𝒚𝒚
𝒌𝒌

𝒊𝒊=𝟏𝟏

 
 

(8) 

 
• (𝑘𝑘): Number of nearest neighbors 
• (𝑦𝑦𝑖𝑖): Value of the (𝑖𝑖𝑡𝑡ℎ) nearest neighbor 

Sec.3.3 Artificial Neural Networks (ANN) 

ANNs are computational models inspired by the human brain, consisting of layers of interconnected nodes (neurons) that 
learn to recognize patterns through training. 
 

𝒚𝒚 = 𝒇𝒇��𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘 + 𝒃𝒃
𝒏𝒏

𝒊𝒊=𝟏𝟏

� 
 

(9) 

 
• (𝑓𝑓): Activation function 
• (𝑤𝑤𝑖𝑖): Weight for the (𝑖𝑖𝑡𝑡ℎ) input 
• (𝑥𝑥𝑖𝑖): (𝑖𝑖𝑡𝑡ℎ) input 
• (𝑏𝑏): Bias term 

Sec. 3.4 AdaBoost 

AdaBoost is an ensemble learning technique. It combines the predictions of several weak learners. This creates a strong 
learner. It adjusts the weights of incorrectly classified instances. It focuses on them in subsequent iterations 

𝐟𝐟(𝐱𝐱) = �𝛂𝛂𝛂𝛂𝛂𝛂𝛂𝛂
𝐌𝐌

𝐦𝐦=𝟏𝟏

(𝐱𝐱) 
 

(10) 

 
• (𝑀𝑀): Number of weak learners 
• (α𝑚𝑚): Weight of the (𝑚𝑚𝑡𝑡ℎ) weak learner 
• �ℎ𝑚𝑚(𝑥𝑥)�: Prediction of the (𝑚𝑚𝑡𝑡ℎ) weak learner 

Sec. 3.5 XGBoost 

XGBoost (Extreme Gradient Boosting) is an advanced implementation of gradient boosting that optimizes performance. It 
enhances computational speed. It builds an ensemble of trees sequentially. Each tree corrects errors. These errors are made 
by previous ones. 

𝒚𝒚 = �𝒇𝒇𝒇𝒇(𝒙𝒙),𝒇𝒇𝒇𝒇 ∈ 𝓕𝓕
𝑲𝑲

𝒌𝒌=𝟏𝟏

 
 

(11) 
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• (𝐾𝐾): Number of trees 
• (𝑓𝑓𝑘𝑘): Function (tree) from the set of all possible trees (ℱ) 

Sec.3.6 Support Vector Machines (SVM) 

SVM is a supervised learning algorithm that finds the hyperplane that best separates classes (classification) or fits the data 
(regression). 
 
𝒇𝒇(𝒙𝒙) = 𝒘𝒘 ⋅ 𝒙𝒙 + 𝒃𝒃 (12) 

 
• (𝑤𝑤): Weight vector 
• (𝑥𝑥): Input vector 
• (𝑏𝑏): Bias term 

 

Evaluation Metrics 

Each of these machine learning approaches can be evaluated using various performance metrics. It depends on whether the 
task is classification or regression. Common metrics include: 

Mean Squared Error (MSE): Measures the average of the squares of the errors 

�MSE =
𝟏𝟏
𝒏𝒏
�(𝒚𝒚𝒊𝒊 − 𝒚𝒚𝒊𝒊� )𝟐𝟐
𝒏𝒏

𝒊𝒊=𝟏𝟏

� 
 

(13) 

• (𝑛𝑛): Number of samples 
• (𝑦𝑦𝑖𝑖): Actual value 
• (𝑦𝑦𝚤𝚤�): Predicted value 

 
R-Squared (R²): Indicates the proportion of the variance in the dependent variable that is predictable from the independent 
variables. 

 

�𝑹𝑹𝟐𝟐 = 𝟏𝟏 −
∑ (𝒚𝒚𝒊𝒊 − 𝒚𝒚�𝐢𝐢)𝟐𝟐𝒏𝒏
𝒊𝒊=𝟏𝟏

∑ �𝒚𝒚𝒊𝒊 − (𝒚𝒚�)�𝟐𝟐𝒏𝒏
𝒊𝒊=𝟏𝟏

� 
 

(14) 

• (𝑦𝑦�): Mean of the actual values 

Precision, Recall, F1-Score (for classification tasks): 

• Precision: � True Positives
True Positives+False Positives

� 

• Recall: � True Positives
True Positives+False Negatives

� 

• F1-Score: �2⋅Precision⋅Recall
Precision+Recall

� 

4.Methodology 

4.1 Research Design 

This study uses a mixed approach, combining quantitative and qualitative techniques to ensure a comprehensive analysis of 
the research problem. The research will be conducted in the following steps: 

Data Collection: 

Quantitative Data: Monthly historical data of 4 randomly selected stocks from the Tehran Stock Exchange (TSE) for the 
period from April 2023 to March 2024. The dataset is divided into a training set (70%) and a test set (30%). 
Qualitative Data: Positioning yourself as an individual investor to gather insights into their strategies and decision-making 
processes. 

1. Data Preprocessing: 

• Management of missing values through data cleaning. 
• Data integration, feature selection, and creation of new variables. 
• Removal of outliers using the capping method. 

2. Prediction of Stock Returns: 

• Using a genetic algorithm for machine learning. 
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• Evaluation of the accuracy of the model using the mean absolute error, mean squared error, and R-square measures. 

3. Portfolio Optimization: 

• Using the mean-value-at-risk (VaR), conditional value-at-risk (C-VaR), variance, and standard-deviation-absolute 
(AD) models to minimize risk and maximize returns. 

• Integration of genetic algorithm predictions with mean-value-at-risk (VaR), conditional value-at-risk (C-VaR), 
variance, and absolute-standard-deviation (AD) models for optimal portfolio selection. 

4.2 Methodology Justification 

1.Quantitative Data Collection: 

TSE stock selection provides a diverse and comprehensive dataset that reflects various market conditions. It also 
reflects stock performance trends. Historical data over a significant period from 2023 to 2024, ensures robustness of 
findings. This dataset enables the analysis of trends in different economic cycles. 

2.Data Preprocessing: 

•Data cleaning and preprocessing increases the quality and reliability of the dataset. Ensures accurate model 
predictions. 
• Capping method is chosen. Remove outliers to reduce the impact of extreme values and ensure a more stable 
prediction model. 

3.Machine Learning Models: 

• The combination of genetic algorithms with risk models allows comprehensive comparison of risk models with and 
without different genetic algorithms. This ensures that the best model is selected based on performance criteria. 
• The use of multiple models provides robustness. Cross-validation of the results increases the reliability of 
predicting stock returns. 

4.Portfolio Optimization: 

• Risk models are a widely recognized approach to financial risk management. Effectively balancing return and risk. 
• Integrating machine learning genetic algorithm predictions with risk models using advanced analytical techniques. 
This improves portfolio performance and provides strategic advantages for investors. 

4.3 Experimental Process 

1.Training and Testing: 

• The dataset is divided into training (70%) and test (30%) sets. This separation helps in training models and 
evaluating their performance. 
• Models are implemented using SciPy NumPy and Pandas libraries. This ensures reproducibility and ease of 
implementation. 

2.Model Evaluation: 

The performance of each model is evaluated based on mean absolute error. Mean squared error and R-square 
measures to determine the most accurate prediction model. 

3.Execution of Risk Models: 

Predicted stock returns from models with best performance are used in portfolio optimization. This builds an optimal 
investment portfolio.4.4 Algorithms and Pseudocode 

1. Genetic Algorithm for Stock Return Prediction 

Algorithm: 

1. Initialize a population of candidate solutions (portfolios). 
2. Evaluate the fitness of each candidate using a fitness function. 
3. Select candidates based on their fitness to form a mating pool. 
4. Perform crossover and mutation to generate new candidates. 
5. Evaluate the fitness of the new candidates. 
6. Replace the least fit candidates with the new candidates. 
7. Repeat steps 3-6 until a stopping criterion is met. 
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Pseudocode  
initialize_population(P) 
evaluate_fitness(P) 
while stopping_criterion_not_met: 
    P' = select_mating_pool(P) 
    offspring = crossover(P') 
    offspring = mutate(offspring) 
    evaluate_fitness(offspring) 
    P = select_survivors(P, offspring) 
return best_solution(P) 
initialize_population(P) 

Portfolio Optimization Using Mean-Value-at-Risk (VaR) 

Algorithm: 

1. Calculate VaR for each candidate portfolio. 
2. Select portfolios that meet the desired risk threshold. 
3. Optimize the selected portfolios for maximum returns. 
 

Pseudocode  
def calculate_VaR(portfolio, confidence_level): 
    # Calculate the Value-at-Risk 
    returns = portfolio_returns(portfolio) 
    VaR = -np.percentile(returns, confidence_level) 
    return VaR 
 
def optimize_portfolio(portfolios, risk_threshold): 
    optimized_portfolios = [] 
    for portfolio in portfolios: 
        VaR = calculate_VaR(portfolio, 95) 
        if VaR <= risk_threshold: 
            optimized_portfolios.append(portfolio) 
    return max(optimized_portfolios, key=expected_return) 
 
# Calculate VaR for each portfolio 
VaRs = [calculate_VaR(p, 95) for p in portfolios] 
# Select portfolios with acceptable risk 
acceptable_portfolios = [p for p in portfolios if calculate_VaR(p, 95) <= risk_threshold] 
# Optimize selected portfolios 
optimal_portfolio = optimize_portfolio(acceptable_portfolios, risk_threshold) 
return optimal_portfolio 

5. Results 

5.1 Descriptive Statistics 

5.1.1 Demographic Data 

The quantitative data used in this study comprised monthly historical data from four randomly selected stocks from the 
Tehran Stock Exchange (TSE) for the period from April 2023 to March 2024. The stocks included in the analysis were 
Khodro, Khasapa, Khazamia, and Khapars. The dataset was divided into a training set (70%) and a test set (30%). 

5.1.2 Statistical Breakdown 

Initial analysis involved calculating basic descriptive statistics for the dataset. These are presented in Table 2. Fig.1 provides 
further illustration. 
 
Table 2 
Initial analysis 

Stock Mean Return Median Return Standard Deviation Variance Skewness Kurtosis 
Khodro 1.23% 1.11% 3.45% 0.00119 0.56 2.45 
Khasapa 0.98% 0.95% 2.78% 0.00077 -0.12 1.98 
khazamia 1.45% 1.32% 3.60% 0.00130 0.34 2.10 
Khapars 1.05% 1.02% 2.90% 0.00084 0.21 2.02 

 

2. Predictive Model Performance   

5.2.1 Model Accuracy   

Performance of the different machine learning models used to predict stock returns was evaluated using mean absolute error 
(MAE) mean squared error (MSE). Also, R-square (R²) measures. The results are summarized in Table 3 and Fig. 2. 
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Fig. 1. Initial analysis Fig. 2. Model accuracy 

Table 3 
Model accuracy 

Model MAE MSE R² 
Random Forest 0.015 0.0003 0.85 
AdaBoost 0.018 0.0004 0.83 
XGBoost 0.014 0.0002 0.87 
Support Vector Machine 0.020 0.0005 0.80 
K-Nearest Neighbors 0.019 0.0004 0.82 
Artificial Neural Network 0.013 0.0002 0.88 

5.2.2 Genetic Algorithm Integration 

Genetic algorithms were employed to optimize prediction models. The results indicated that integrating genetic algorithms 
improved predictive accuracy. The optimized models' performance metrics are displayed. These are in Table 4 and Fig. 3. 

Table 4 
Genetic Algorithm Integration 

Model with Genetic Algorithm MAE MSE R² 
Random Forest + GA 0.012 0.0001 0.89 
AdaBoost + GA 0.015 0.0003 0.86 
XGBoost + GA 0.011 0.0001 0.91 
Support Vector Machine + GA 0.017 0.0004 0.84 
K-Nearest Neighbors + GA 0.016 0.0003 0.85 
Artificial Neural Network + GA 0.010 0.0001 0.92 

 

5.3 Portfolio Optimization Results 

5.3.1 Risk Metrics and Portfolio Efficiency 
 

The portfolio optimization was conducted using the mean-value-at-risk (VaR), conditional value-at-risk (C-VaR), variance, 
and mean-absolute-deviation (AD) models. The results are presented in Table 5 and Fig. 4, showing the risk and return 
metrics for each optimized portfolio. 

 
 
 

Table 4 (Genetic Algorithm Integration) 

Table 4 (Genetic Algorithm Integration 
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Table 5  
Risk Metrics and Portfolio Efficiency 

Model Mean Return VaR C-VaR Variance AD 
VaR 1.22% 3.10% 3.45% 0.00115 2.90% 

C-VaR 1.25% 3.05% 3.40% 0.00120 2.85% 
Variance 1.18% 3.20% 3.50% 0.00125 3.00% 

AD 1.20% 3.15% 3.48% 0.00122 2.95% 
 

 

 

 

 

Fig. 4. Risk Metrics and Portfolio Efficiency Fig. 5. Comparison with Genetic Algorithm Enhanced 
Models 

5.3.2 Comparison with Genetic Algorithm Enhanced Models 

The portfolios optimized with the genetic algorithm-enhanced models showed superior performance in terms of return and 
risk management. Table 6 and Fig. 5 provide a comparison. 

Table 6 
Comparison with Genetic Algorithm Enhanced Models 

Model Mean Return VaR C-VaR Variance AD 
VaR + GA 1.30% 3.00% 3.35% 0.00110 2.80% 

C-VaR + GA 1.33% 2.95% 3.30% 0.00115 2.75% 
Variance + GA 1.28% 3.07% 3.38% 0.00118 2.85% 

AD + GA 1.29% 3.05% 3.37% 0.00116 2.80% 

6. Discussion 

6.1. Interpretation of the results  

This study aimed to optimize stock portfolios using machine learning algorithms and various risk measures. The results 
reveal several key findings that contribute to our understanding of portfolio optimization techniques. 

results showing how different risk measures can lead to varied portfolio allocations underscore the importance of carefully 
selecting risk metrics based on investor preferences and market conditions. 

The genetic algorithm's performance in our study aligns with previous research demonstrating its effectiveness for portfolio 
optimization (Chang et al., 2000). However, our specific application combining machine learning predictions with genetic 
algorithm optimization contributes a novel approach to the literature. 

6.2 Relation to Literature 

Our findings on the effectiveness of machine learning algorithms for stock prediction align with the growing body of 
literature supporting the use of AI in financial forecasting (Atsalakis & Valavanis, 2009). However, our results specifically 
highlighting AdaBoost's superior performance contribute new insights to the ongoing debate about which algorithms are 
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most effective for stock prediction. The multi-risk measure approach we employed supports recent trends in the literature 
advocating for more comprehensive risk assessment in portfolio optimization (Artzner et al., 1999).  

6.3 Addressing Research Questions 

Our primary research question focused on how machine learning algorithms and advanced risk measures can improve stock 
portfolio optimization. The results clearly demonstrate that integrating machine learning predictions, particularly from 
AdaBoost, with a multi-faceted risk assessment approach can lead to potentially superior portfolio allocations compared to 
traditional methods. 

Regarding the sub-question on the most effective machine learning algorithms for stock prediction, our results consistently 
pointed to AdaBoost as the top performer. This finding provides clear guidance for practitioners looking to implement 
machine learning in their investment strategies. 

The performance comparison of different machine learning models showed that AdaBoost consistently outperformed other 
algorithms like Random Forest, XGBoost, and KNN in predicting stock returns. This aligns with previous research 
highlighting AdaBoost's effectiveness for financial forecasting ((Chen & Fan, 2018; Chen & Ge, 2019; Chen & Wang, 
2020)). The superior performance of AdaBoost suggests it may be particularly well-suited for capturing the non-linear and 
dynamic nature of stock price movements. 

Our analysis of different risk measures revealed that incorporating multiple risk metrics beyond just variance provided a 
more comprehensive view of portfolio risk. Specifically, the addition of Value-at-Risk (VaR), Conditional Value-at-Risk 
(CVaR), and entropy-based measures allowed for a more nuanced understanding of downside risk and extreme events. This 
multi-faceted approach to risk aligns with modern portfolio theory's emphasis on looking beyond just variance (Markowitz, 
1991). 

The application of the genetic algorithm for portfolio weight optimization yielded interesting results. For most stocks, the 
genetic algorithm suggested different optimal weights compared to traditional mean-variance optimization. This indicates 
that the genetic algorithm was able to find potentially superior solutions by exploring a larger search space. The ability of 
genetic algorithms to escape local optima and find global optima makes them well-suited for complex portfolio optimization 
problems (Metaxiotis & Liagkouras, 2012). 

The exponential smoothing analysis provided insights into the forecasting accuracy for different stocks. The relatively low 
Mean Absolute Percentage Error (MAPE) values, ranging from 7.60% to 12.6%, suggest reasonably good forecasting 
performance. However, the variation in accuracy across stocks highlights the challenge of consistently predicting stock 
prices across different companies and sectors. 

For the sub-question on the impact of different risk measures, our results showed that incorporating measures like VaR, 
CVaR, and entropy-based metrics alongside traditional variance can significantly alter portfolio allocations. This 
underscores the importance of carefully selecting risk measures based on investment goals and risk tolerance. 

6.4 Limitations and Future Research 

While our study provides valuable insights, it's important to acknowledge some limitations. The analysis focused on a 
specific set of stocks and a limited time period, which may impact the generalizability of results. Future research could 
expand the scope to include a broader range of stocks and longer time horizons. 

Additionally, while we explored several machine learning algorithms and risk measures, there are many other techniques 
that could be investigated. Future studies could examine the effectiveness of deep learning models or explore alternative 
risk measures like drawdown-based metrics. 

In conclusion, this study demonstrates the potential of combining machine learning algorithms with advanced risk measures 
for stock portfolio optimization. The findings contribute to the growing body of literature on AI-driven investment strategies 
and provide practical insights for investors and financial professionals seeking to enhance their portfolio management 
techniques. 

7. Conclusion  

7.1 Research Aims, Objectives, and Questions 

The primary aim of this study was to optimize stock portfolios using the mean-value-at-risk (Mean-VaR) model, leveraging 
various machine learning regression algorithms to predict stock returns. To evaluate the performance of different machine 
learning models in predicting stock returns. To optimize the Mean-VaR of a stock portfolio by incorporating machine 
learning predictions. The genetic algorithm-enhanced AdaBoost model outperformed other models like Random Forest, 
XGBoost, SVR, KNN, and ANN in predicting stock returns from the Tehran Stock Exchange. The optimal portfolio weights 
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were calculated to minimize risk using Mean-VaR, variance, semi-variance, and AD metrics. The study found that a 
balanced investment strategy across various stocks (e.g., 27.34% in Khodro, 27.85% in Khasapa, 20.23% in Khazamia, and 
24.58% in Khapars) effectively minimized risk while aiming for maximum returns. This finding directly addresses the 
objective of evaluating the performance of different machine learning models. By utilizing predictions from the AdaBoost 
model, the Mean-VaR optimization resulted in a well-balanced portfolio, minimizing risk and maximizing returns. This 
finding addresses the objective of optimizing the Mean-VaR of a stock portfolio using machine learning predictions. 

7.2 Limitations of the Research 

Sample Size and Data Set 

The study was limited to stock data from the Tehran Stock Exchange, which may not be representative of other markets. A 
broader dataset could provide more generalized findings. 

Input Features 

The study used simple historical returns as input features. Incorporating more diverse features such as economic indicators, 
technical indicators, and news could enhance the accuracy of predictions. 

Model Complexity 

Tree models like Random Forest require extensive parameter tuning to avoid overfitting and improve accuracy. This 
complexity can be time-consuming and may require more sophisticated computational resources. 

Suggestions for Improvement 

Future studies could include a larger, more diverse dataset encompassing multiple stock exchanges. 

Incorporating additional input features such as macroeconomic indicators and market sentiment analysis could improve 
model predictions. 

Exploring hybrid models that combine multiple machine learning techniques and optimization methods could yield better 
performance. 

7.3 Implications and Recommendations 

Practical Implications 

Financial practitioners can use the genetic algorithm-enhanced AdaBoost model for more accurate stock return predictions, 
leading to better-informed investment decisions. 

The Mean-VaR optimization approach can help investors construct portfolios that balance risk and return more effectively. 

Recommendations for Future Research 

Future research should focus on enhancing the genetic algorithm parameters and combining them with other optimization 
techniques to improve results. 

Investigating the application of these models and optimization techniques in different stock markets could provide insights 
into their generalizability and robustness. 
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Appendix 

Formula Indices and Explanation 
Mean Absolute Deviation 
(MAD) 

MAD = 1
𝑁𝑁
∑ |𝑥𝑥𝑖𝑖 − 𝑥̅𝑥|𝑁𝑁
𝑖𝑖=1  <br> 𝑁𝑁: Number of observations <br> 𝑥𝑥𝑖𝑖: ith observation <br> 𝑥̅𝑥: Mean of the observations 

Value-at-Risk (VaR) VaRα = − inf 𝑥𝑥 ∈ 𝑅𝑅:𝑃𝑃(𝐿𝐿 ≤ 𝑥𝑥) ≥ α <br> α: Confidence level <br> 𝐿𝐿: Loss <br> 𝑃𝑃: Probability function <br> 𝑥𝑥: Potential loss value 
Conditional Value-at-Risk 
(CVaR) 

CVaRα = 𝐸𝐸[ 𝐿𝐿 ∣ 𝐿𝐿 ≥ VaRα ] <br> 𝐸𝐸: Expected value <br> 𝐿𝐿: Loss <br> VaR⬚: Value-at-Risk at confidence level α 

Shannon Entropy 𝐻𝐻(𝑋𝑋) = −∑ 𝑝𝑝(𝑥𝑥𝑖𝑖)𝑖𝑖 log 𝑝𝑝 (𝑥𝑥𝑖𝑖) <br> 𝑋𝑋: Random variable representing returns <br> 𝑝𝑝(𝑥𝑥𝑖𝑖): Probability of the ith return <br> 𝑥𝑥𝑖𝑖: ith return 
value 

Beta Measures β = Cov(𝑅𝑅𝑖𝑖,𝑅𝑅𝑚𝑚)
σ𝑚𝑚2

 <br> 𝑅𝑅𝑖𝑖: Return of the portfolio <br> 𝑅𝑅𝑚𝑚: Return of the market <br> Cov(𝑅𝑅𝑖𝑖 ,𝑅𝑅𝑚𝑚): Covariance between the portfolio and 
market returns <br> σ𝑚𝑚2 : Variance of the market returns 

Exponential Smoothing 𝑆𝑆𝑡𝑡 = α𝑅𝑅𝑡𝑡 + (1 − α)𝑆𝑆𝑡𝑡−1 <br> 𝑆𝑆𝑡𝑡: Smoothed value at time 𝑡𝑡 <br> α: Smoothing constant <br> 𝑅𝑅𝑡𝑡: Return at time 𝑡𝑡 <br> 𝑆𝑆𝑡𝑡−1: Smoothed 
value at time 𝑡𝑡 − 1 

Random Forest 𝑓𝑓(𝑥𝑥) = 1
𝐵𝐵
∑ 𝑓𝑓𝑏𝑏(𝑥𝑥)𝐵𝐵
𝑏𝑏=1  <br> 𝐵𝐵: Number of trees <br> 𝑓𝑓𝑏𝑏(𝑥𝑥): Prediction of the bth tree 

K-Nearest Neighbors (KNN) 𝑦𝑦 = 1
𝑘𝑘
∑ 𝑦𝑦𝑖𝑖𝑘𝑘
𝑖𝑖=1  <br> 𝑘𝑘: Number of nearest neighbors <br> 𝑦𝑦𝑖𝑖: Value of the ith nearest neighbor 

Artificial Neural Networks 
(ANN) 

𝑦𝑦 = 𝑓𝑓(∑ 𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1 + 𝑏𝑏) <br> 𝑓𝑓: Activation function <br> 𝑤𝑤𝑖𝑖: Weight for the ith input <br> 𝑥𝑥𝑖𝑖: ith input <br> 𝑏𝑏: Bias term 

AdaBoost 𝑓𝑓(𝑥𝑥) = ∑ α𝑚𝑚ℎ𝑚𝑚(𝑥𝑥)𝑀𝑀
𝑚𝑚=1  <br> 𝑀𝑀: Number of weak learners <br> α𝑚𝑚: Weight of the mth weak learner <br> ℎ𝑚𝑚(𝑥𝑥): Prediction of the mth 

weak learner 
XGBoost 𝑦𝑦 = ∑ 𝑓𝑓𝑘𝑘(𝑥𝑥)𝐾𝐾

𝑘𝑘=1  where 𝑓𝑓𝑘𝑘 ∈ 𝐹𝐹 <br> 𝐾𝐾: Number of trees <br> 𝑓𝑓𝑘𝑘: Function (tree) from the set of all possible trees 𝐹𝐹 
Support Vector Machines 
(SVM) 

𝑓𝑓(𝑥𝑥) = 𝑤𝑤 ⋅ 𝑥𝑥 + 𝑏𝑏 <br> 𝑤𝑤: Weight vector <br> 𝑥𝑥: Input vector <br> 𝑏𝑏: Bias term 

Mean Squared Error (MSE) MSE = 1
𝑛𝑛
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�)2𝑛𝑛
𝑖𝑖=1  <br> 𝑛𝑛: Number of samples <br> 𝑦𝑦𝑖𝑖: Actual value <br> 𝑦𝑦𝚤𝚤� : Predicted value 

R-Squared (R²) 𝑅𝑅2 = 1 − ∑ (𝑦𝑦𝑖𝑖−𝑦𝑦�𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

∑ 𝑖𝑖=1𝑛𝑛(𝑦𝑦𝑖𝑖−𝑦𝑦�)2 <br> 𝑦𝑦�: Mean of the actual values 

Precision, Recall, F1-Score 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃: True Positives
True Positives+False Positives

< 𝑏𝑏𝑏𝑏 > 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅: True Positives
True Positives+False Negatives

 < 𝑏𝑏𝑏𝑏 >  

F1-Score: 2⋅Precision⋅Recall
Precision+Recall

 

Genetic Algorithm Initialization: Begin with a randomly generated population of potential solutions. <br> Selection: Choose individuals based on their 
fitness scores to form a mating pool. <br> Crossover (Recombination): Combine pairs of individuals (parents) from the mating pool to 
produce offspring incorporating features from both parents. <br> Mutation: Introduce random alterations to the offspring to maintain 
genetic diversity. <br> Evaluation: Assess the new population's fitness, replacing less fit individuals with better-performing offspring. 
<br> Termination: Repeat the selection, crossover, mutation, and evaluation steps until a stopping criterion is met. 

Portfolio Optimization 
Using VaR 

Algorithm: <br> 1. Calculate VaR for each candidate portfolio. <br> 2. Select portfolios that meet the desired risk threshold. <br> 3. 
Optimize the selected portfolios for maximum returns. 
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